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Research of kinematics of the working body of the trawl while driving on a minefield with irregularities
R. Nanivskyi, A. Yemelianov

During combat operations, troops increasingly use mine barriers (minefields) to get protection against sudden offensive or
penetration of enemy sabotage groups. The safest and at the same time the fastest way of their clearance or breaching for
military equipment and personnel is demining of areas or individual sections by means of mine trawls. The experience of their
application shows a number of existing problems, which reduce the efficiency of their use during breaching a minefield. First and
foremost, it's the low maneuverability of the minesweeper because of the large dimensions of the trawl and the lack of
"survivability" of the individual trawl elements. This paper is devoted to the partial solution of this problem, namely increasing
the maneuverability of mine trawl by modernizing trawl working point. The article proposes a modified design of the trawl
working body, which is much simpler than the existing, that in turn allows the minesweeper to demonstrate higher
maneuverability. The proposed design of the trawl working body in the form of a U-shaped rocker with two working disks makes
it possible to efficiently operate the trawl, even in cases where one of the working disks has been out of order.

The paper describes the kinematics of the main parts of the working body for the case of the minesweeper's movement
through the minefield, taking into account the unevenness of the varied terrain with a constant speed. The analytical dependences
are obtained, which determine the basic movement parameters as of the U-shaped rocker of the working disk. By their analysis it
is established: depending on the magnitude of the unevenness' lifting angles of the mine trawl during running of the working disk
over it, the U-shaped rocker can rotate around its axis in both directions (clockwise and anticlockwise), which means that the
pressure force on the surface of the soil from the side of the second trawl disk can either grow or fall. As far as the working disk
is concerned, it is shown that the values of the angular velocity of its rotation for the greater magnitude of unevenness' lifting are
smaller.

The obtained results are basic for studying the dynamics of the trawl (working body) during mine clearance, their
reliability is confirmed by obtaining in the extreme case the results related to the kinematics of some flat mechanisms.

Keywords: mine trawls, working disk, kinematic parameters of movement of trawl elements.
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IMAGE FUSION FOR A TARGET SIGHTSEEING SYSTEM
OF ARMORED VEHICLES

Image fusion methods available in the literature, are designed for the office work, and are unsuitable for the
use by a crew of an armored vehicle (AV). In addition, we show that the image fusion for target sightseeing system
(TSS) of AVs has its own peculiarities in comparison with traditional approaches for civilian needs. We argue that
for the needs of the TSS the concept of local contrast is more appropriate in comparison with the concept of integral
contrast, on which the image quality indices designed for civilian needs, are based. We show that the most suitable
for the needs of TSS is the fusion of multi-mode mono-temporal mono-view images synthesized from partial images
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at the pixel level from the visible and infrared channels. We have derived analytical expressions, which relate the
local contrasts of the key points in the fused image synthesized with the simple and weighted algorithms of image
fusion to the local contrast of these points in the partial images from the observation channels. From these relations
we concluded that the local contrast of the image obtained via simple or weighted fusion methods is always lower
than the contrast of the corresponding key points on one of the two partial images.

The specific feature of the images collected from the visible and infrared channels is that contrasts of key
points on such partial images, as a rule, are of opposite signs. We show that the image fusion is not always
reasonable. There are situations at which the image fusion worsens the quality of the fused image in comparison
with that of partial images. We demonstrate that due to the opposite signs of the local contrasts of key points on the
visible and infrared images, under certain conditions the contrast of the key points in the fused image can vanish,
such that the key point might become invisible in the fused image, while being clearly visible in both partial images.
The analytical expressions that determine the conditions for the reduction of contrast in image fusion by simple and
weight aggregation algorithms are obtained. The conclusions derived from the obtained analytical relations for the

local contrast in the fused image are confirmed and illustrated by modeling the image fusion in Mathematica.

Keywords: target sightseeing system, thermal imaging, image fusion.

Introduction

Modern armored vehicles (AV) are equipped with
precision control and monitoring devices. As a result
their combat capabilities are governed not only by
material factors, such as the tactical and technical
characteristics of machinery and weapons, but also to a
large extent, by the intellectual factors, such as the
effectiveness of the target sightseeing system (TSS) [1].
Improvement of the efficiency of the TSS can be
achieved not only by the modernization of its material
part, but also by the computerization of the procedures
preceding the target destruction via the development of
software.

Analysis of recent publications

One of the possibilities to increase the efficiency of
the TSS is to optimize the target image on the gunner and
commander monitors. Obviously, this possibility acquires
a special significance in conditions of poor visibility. For
this, in modern AV models, systems of optical devices
capable of recording targets in different spectral ranges of
electromagnetic radiation (EMR): visible (Vis), Infrared
(IR) and Radar (Radio-location, RL), are installed.
Although Vis, IR and RL signals by their nature are
spectral varieties of EMR, the signal recording in these
three bands is based on fundamentally different
mechanisms for converting the EMR into an electrical
signal. At present there is no universal sensitive element
that would ensure high-quality image registration
simultaneously in all spectral ranges. Three different
devices are used to register images in the Vis, IR, and RL
bands: a CCD camera, a thermal imager and radar,
respectively. As a rule each of these devices is equipped
with its own monitor. It is clear that three or even two
monitors disperse the attention of the operator,
especially the gunner, and he is forced to focus on one
monitor that provides the most informative image of the
target. In this case, information from other monitors will
be useless. Solution of this problem is in the image

fusion from different channels into one image. Another
advantage of image fusion is the possibility of the
enhancement of informativeness and quality of the
fused image in comparison with those of the partial
images from different channels.

Current research literature on the image fusion
contains a large amount of information that is rapidly
updated. A sufficiently complete review of literature in
this direction is done in [2, 3]. However, it should be
noted that the vast majority of image fusion methods, by
default, are designed for the office work and often
require special mathematical and computer training, and
therefore, obviously, are unsuitable for use at the level
of AV crews. In addition, below, we show that the use
of image fusion for the TSS needs has its own specificity,
which imposes additional requirements for the methods
and algorithms of image fusion.

Aim of the article

Analysis and selection of methods and algorithms
of image fusion, suitable for the use in TSS, is one of
the tasks of this work. There is practically no special
literature in this area. This is largely due to the fact that
relevant foreign literature sources are closed to public
access, while the information from the domestic closed
and open publications is scarce. In this respect, the
analysis of the modern methods of image fusion and
selection of those methods, which are most suitable for
the TSS needs, is in great demand. The most suitable
and already used for the TSS in modern AV samples is
the fusion of images from the visible and infrared
channels. In the next section of the article, we focus on
the features of the fusion of images from the CCD
camera and the thermal imager in terms of their
suitability for use in the operation of the TSS.

To optimize a fused image, one needs to perform
the evaluation of the quality of the fused image (EQFI).
The EQFI methods available in the literature, again, in
their vast majority are designed for the office use and
are practically unsuitable for the use by the crew of the
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AV in field conditions. Therefore, the next task, which
is solved in section 2 of this work, is the analysis of
existing EQFI methods for their suitability for TSSs and
the development of simple mathematical criteria for
EQFI suitable for implementation in TSSs.

Results

1. Methods of image fusion in terms of their
suitability for the needs of TSS

In an electronic format, image fusion can be done
by computer operations with data tables The partial input
images can be of different origin, namely: 1) mono-or
multi-modal, being obtained from one sensor or from
sensors of different types, such as Vis, IR, RL, ultrasound
(US), X-ray (XR); 2) mono- or multi-temporal, being
obtained at the same or at different time moments;
3) mono- or multi-view, being obtained from one or
different points of observation; 4) mono- or multi-focus;
5)in the form of raw or pre-processed data, such as
noising/denoising, contrast-bright changes, changes in
color characteristics, etc.

In the literature, methods of image fusion are
classified by different criteria [2]. In the review article [2]
five groups of such criteria are distinguished. We will
focus only on classifications which are directly related to
the task of this work, being important from the point of
view of their suitability for the needs of TSS, namely: we
consider the classification of image fusion methods by
the origin of data and by the level of abstraction.

1.1. Classification of image fusion methods by data
origin

In [4], see also [3], by the origin of data, the
methods of image fusion are separated into six groups,
which, according to the image classification mentioned in
the previous section, we present in a somewhat modified
form, which in our opinion more accurately reflects the
essence of the classification of fused images, which by
their origin are: 1) mono-modal mono-temporal multi-
view; 2) multimodal mono-temporal mono-view; 3)
mono-modal mono-view multi-temporal; 4) mono-modal
mono-temporal mono-view multi-focus; 5) pre-processed
(noised or distorted); 6) with reduced resolution.

In fact, such a classification is rather conditional
and may be supplemented by other combinations of
images based on data origin, alluded to above. Such a
variety of methods of image fusion can be useful for the
office use, while for the needs of TSS one expects that
the image fusion methods meet the following basic
criteria: 1) ease of use; 2) mandatory expression of
qualitative characteristics through quantitative parameters
and mathematical algorithmization, which excludes
subjective influence of the operator; 3) the computation
speed, sufficient for real-time image processing.

Among the above six groups of methods, only the
one, namely fusion of multi-modal, mono-temporal
mono-view images, meets all these criteria. In other
words, we are led to conclude that for the needs of the
TSS installed on an AV, it should be recommended to
fuse the raw images received from different channels
(Vis, IR, and RL) at the same time moment from the
same point of observation.

1.2. Classification of image fusion methods by
level of abstraction

By the level of abstraction, one distinguishes the
image fusion at the levels of 1) relevant attributes,
2) channel decision and 3) pixels. The first two groups
of methods (relevant attributes and channel decisions)
involve a subjective component implying the need for
decision making by the operator and requires special
knowledge of the theory of image processing. Such
methods can have advantages in terms of office work,
when elements of scientific intuition and art creativity
are introduced into the process of image fusion. For
military needs, especially in combat situations, when
possibilities and time for decision making are very
limited, the pixel fusion methods based on computer
algorithms of mathematical operations with data tables
should be used.

Pixel image fusion methods allow one to express the
qualitative characteristics of the image by quantitative
indices, to select the most important of them and to
formulate on their basis the criteria of the EQFI. In
section 2, we demonstrate how basing on the concept of
local contrast of an image point one can predict the local
contrast of the same image point in the fused image,
knowing the local contrasts of this point in the partial
images.

Pixel image fusion consists in mathematical
operations with pixel brightness tables of the partial
image according to certain algorithms. Any image
obtained in the electronic format can be represented by a
brightness table. In Mathematica [5], the brightness
values of the pixels in the table are between 0 and 1.
Fifteen algorithms of pixel fusion are listed in [4] (similar
classification is given in [3]). To this list one can add a
method based on the wavelet transform developed in [3].

1.3. Alignment of partial images

The next feature of image fusion from the point of
view of its application for the TSS relates to the
informativeness of the fused image. Not all of the
elements of the image, displayed on the TSS monitors,
are equally important. Only certain elements of the
image, namely: target and reference points, are important
to the gunner and commander of the combat vehicle
crew. Under the reference points, we understand high-
contrast stationary image elements that serve for
determination of the coordinates of the target. Target and
reference points will be called the key points.

It is important to note that the key point of the
image is an important notion in the theory of image
fusion in a somewhat different meaning. To make the
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image fusion possible and effective, it is necessary to
perform the coordinate and time alignment (also called
registration) such that the key points of the image in of
one channel should be superimposed by their coordinates
with the same points on another partial image.

2. EQFI by the local contrast of the key points
2.1. Concept of integral and local contrasts

At present, the quality of image fusion remains to be
an open issue [6]. Two groups of methods for assessing
the quality of the fused image, namely: subjective and
objective methods are available in the literature. The
subjective methods are based on human perception of
images such that useful information is obtained via a
survey of potential users. Subjective methods are capable
to improve significantly the image fusion since they
imply user feedback, but they are not suitable for
computerization of the image fusion process and cannot
be applied to the needs of the TSS. To avoid the
subjectivity in the EQFI, the qualitative characteristics of
the image should be described by the measurable
quantitative parameters.

EQFI methods based on the calculation of various
indicators characterizing the amount of information
transferred to the fused image were proposed in [7 and
references herein]. The values which characterize
averaged brightness changes in the image with respect to
the average brightness value are usually calculated,
instead of comparison of a fused image to a reference
images. In other words the quality of the fused image is
characterized using the notion of the contrast averaged
over a certain region.

Contrast, which is averaged over a certain relatively
large area of the image or throughout the image, will be
called the integral contrast. Practically, all EQFI methods
available in the literature operate with the notion of
integral contrast, which is included in different forms in
various offered in the literature indices of the quality of
the fused image. However, an important feature of the
images received from the TSS channels, is that in most
cases the useful information is concentrated in the
vicinity of key points, while the information from the rest
larger part of the image is irrelevant, being of no interest.
In addition, in poor visibility, a large part of the image
might be darkened being of low contrast. Such a situation
is typical at thermal imaging, at which the observed
objects are seen on a dark background, which sometimes
occupies a predominant part of the area of the image.
This situation is especially pronounced at radar scanning,
for which the observed object is typically seen in the
form of bright spots on a dark background of a much
larger area. Another extremity might be the light-
saturation (also called blooming) of a Vis or IR image.
The predominantly darkened or light-saturated background
carries irrelevant information which masks the
contribution of the useful information to the quality

metrics of the fused image. In such cases, the integral
quality indices, including integral contrast, are
inappropriate, since they will largely be affected by the
information from irrelevant areas. If the image contains
more than one key point and they are scattered across the
image, the problem of the impact of irrelevant areas on
the image quality indices cannot be solved by cropping
the irrelevant areas. For this reason, in such cases, the
local contrast of the key points with respect to their
nearest vicinity is preferable rather than the notion of
integral contrast.

Thus, we are led to conclude that for the needs of
the TSS, simple EQFI criteria, applied to the key points
are needed. These criteria should provide the EQFI
processing in real time, without retardations.

One of the most important image quality criteria is
the maximum contrast of key points with respect to their
background. The high contrast criterion is more important
than the criterion of high brightness. With high image
brightness, but low contrast, the key point might be
poorly visible in the image. However, by definition, the
notion of high contrast as such implies high brightness
either of the background, on which the dark key point is
observed or high brightness of the key point on a dark
background. We did not find in the literature analytic
expressions relating the local contrast of a point in a fused
image to the local contrasts of the same point in partial
images. For this reason, we consider below the dependence
of the local contrast of the point on the fused image on
the local contrasts of the same point on the input partial
images, which are fused using the algorithms of simple
and weighted fusion.

It should be recalled that for the needs of the TSS
the image fusion is employed at the conditions of poor
visibility of key points. In such cases, the texture details
of the observed objects are usually indistinguishable, and
the observed objects themselves look as dark (bright)
figures or spots on the brighter (darker) background when
viewed using a conventional CCD camera (thermal
imager) in the visible (respectively, infrared IR) light.
Therefore, in typical cases of image fusion for the TSS
there is no need to involve the definition of the contrast of
the observed object via coordinate derivatives of the
spatial distribution of image brightness. Instead it is
sufficient to consider the notion of discrete contrast of the
observed object as a whole with respect to the
background, on which it is observed. Assuming that the
brightness weakly changes within the area encircled by
the object contour, we choose a point with coordinates

X,y inside the object area. In the pixel format of the

image, the selected point represents a single pixel and the
numbers x and y correspond to the numbers of the row

and column, respectively, in which the given pixel is
located. To determine the local contrast of a key point

with coordinates X,y , we choose another point with
coordinates X-+AX,y+Ay in its neighborhood, which
corresponds to the point of the background. Then the
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contrasts of the point with coordinates X,y in the

images obtained from the two channels A and B are
determined respectively as
AU ye_Av

—; kT =—, 1)
a v

kA =

where
Au=U X+AX,y+Ay —U X,y ;
U X+AX,Yy+Ay +U X,y
> ;
Av=v X+AX,y+Ay —-v X,y ;

U=

@

L X+AX,Y+AY +V X,y
5 :

Taking into account that u and v can take values within
the interval [0; 1], from expressions (1), (2) we find that
the local contrast takes the values within the interval [-
2; 2]. In the next sections, we will evaluate the contrasts
of the point in a fused image for the simple and
weighted image fusion algorithms.

v=

2.2. Simple fusion: S —image

At simple image fusion (SIF), the brightness in the
pixels of the images from the channels A and B are
summing up, and consequently the brightness of the
point in the fused image is of the form

vS X,y =U XY 40 XY . (3)

It follows from Eq. (3) that the fusion of images
leads to the increase of the brightness of the fused image
in comparison with the brightness of the partial images.
However, one should keep in mind that the pixel
brightness of a computer image is defined by gradation
within a certain interval with some maximum value
Wmax- In some computer programs sy =295.

In other programs, such as Mathematica, brightness
values are between 0 and 1. The summation of
brightness by algorithm (3) implies a situation at which

the total value of brightness \ps will be higher than

Wmax - In such a case Mathematica replaces all values

\ys >Wmax PY Wmax - Obviously, the truncation of the

brightness values higher than gy, results in a

considerable reduction of contrast, even up to zero. To
overcome this problem, one introduces weight factors

WA and WB .

The approach of weighted fusion is discussed in
the next section. Within this section, we will analyze the
contrast of the image obtained with the algorithm of
simple fusion, i.e at wA =wB =1 For the algorithm of
simple fusion from Egs. (1) and (2), we find:

k® =o"k" +0"k®, @)

=v/ U+v are

the relative values of brightness of the key point in the
images from the channels A and B. We will call the

parameter o (respectively ®") the weight of the
image u (respectively v) in the fused image. It is clear

that o +®" =1 and, consequently, (4) takes the form
kS =k” - Ak’ =kB + Aka", (5)

where Ak =k”—kB.

It is important to note that, depending on the sign of
Au (or Av), the value of the contrast in the image from
the channel A (respectively B) can take either a positive
kY >0 (respectively k°>0) or negative k" <0
(respectively k" <0) value. The positive (negative)
contrast value corresponds to the situation when
Au,Av >0 (respectively Au, Av < 0), which corresponds
to the dark (bright) object of the target observed on the
bright (dark) background. For a visible image, as a rule,
the target absorbs light, and consequently one has a black

target on a bright background, and consequently k" >0.
For a picture from the thermal camera, as a rule, on the
contrary, the target emits IR-waves. Consequently, the
bright target is observed on a black background, and thus

k¥ < 0. The behavior of the contrast given by Eq. (4) for

different k" with respect to k" is shown in Fig. 1. If both
images are received from the same channel, then both

contrasts are of the same sign, for example k"

the visible channel.
ks

>0, for

f(" {k“ e e s ————————— :
u

Fig. 1. Dependence of the contrast k® (solid lines) of the
fused image on the weight parameter ®" for different
ratios between contrasts k" and k" of the input
partial images: k"' >0, k" <k" (4, thick line);
kY >0, kY > k® (2, medium-thickness line);
kY >0, k® <0 (3, thin line)

If kY <k, then the contrast of the fused image
increases linearly (thick line 1) with the increase of the

weight parameter ©° from k"at o =0 to k' at
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o’ =1. If for two visible images (i.e. fork""*

>0) one
has k" >k, then the contrast of the fused image

decreases with the increased ®® (line 2).
If the image is received from different channels, for

example, Vis and IR, then we have k" >0; k¥ <0 and
then with the change of ®" the value k* varies from k" to
k®| (thin line 3).

The case k" >0; k¥ <0 is illustrated in Fig. 2 by
the fusion of the images of a dark square on a bright

background (k" >0) which models an image received
from a CCD camera in the visible light and a bright

square on a dark background (k¥ <0) which models
the image from the thermal camera. In Mathematica,
such images are modeled by the data tables:

(0.8
0.8
u={0.8
0.8
10.8
(0.4
0.4
0.4
04
0.4

0.8
0.8
0.8
0.8
0.8
0.4
0.4
0.4
0.4
0.4

0.8
0.8
0.4
0.8
0.8
0.4
0.4
0.8
0.4
0.4

0.8
0.8
0.8
0.8
0.8
0.4
0.4
0.4
0.4
0.4

08
0.8
08|,
0.8
0.8
0.4
0.4
0.4
0.4
0.4

where the brightness values of the dark and

bright areas are taken accordingly u =u X,y =0.4,
Uy =U X+AX,y+Ay =08 and v =v X,y =038,
Uy =V X+AX,y+Ay =04. For real images, these

values can vary within the range from 0 to 1. Images
plotted by Mathematica for data (6) are shown in Fig. 2
with the corresponding tables superimposed on them.

0.8 0.8 0.8 08 038 0.4(0.4 m 0.4

0404 Joa [os o

o: )

08 08 08 08 p8

0.8 0.8 m 0.8 0.8

0.8 08 0.8 08 08

oo [os [oa o
o odas oafos

08 0808 08 08

Fig. 2. Images corresponding to the tables (6) with the
corresponding values superimposed on them
Using the tables (6), in Fig. 3 we illustrate the
dependence k*® ®“ given by Eg. (5). Taking into

account that the fused image is formed by the sum of
images from two channels, the maximum possible value

of the brightness of the fused image is equal to 2/ -
To overcome the effect of light-saturation in the case

Ws > Wmax . We normalize the value g dividing it by

the maximum possible value of the fused image. Then
the normalized brightness value is defined as
LPﬁorm = \VS/ 2\If?'nax

Fig. 3 illustrates two important conclusions. For
the algorithm of simple fusion of images:

1) the contrast of the fused image is always lower
than the contrast of one of the two partial images;

2) if the contrasts of the partial images are of
opposite signs (as in the case of fusion of images from
the Vis and IR channels), then at a certain value

KA
WA KB )

oy =

the contrast of the fused image becomes zero, kS=0.
In Fig. 3 we take thatk” = —k® = 2/3, and, thus,
have for these values oy =0.5. Indeed, in the image

corresponding t0 " =wy =0.5 (Fig. 3), the small
square in the center became invisible against the
background of the larger square for both representations
wA=wP =1 and wh =wB =1/2.

For other valuesk” and kB, the parameter can

take any other values in the interval between 0 and 1 in
accordance with Eg. (7). Thus, the algorithm of simple
fusion leads to the increase of the brightness of the
fused image, while the contrast of the fused image
reduces. Moreover, if the contrasts of the partial images
are of opposite signs, as is the case of the images from
the Vis and IR channels, then at a certain value

®” =@y the contrast of the fused image vanishes to

zero. Then two reasonable question arise: 1)"What is the
advantage of the image fusion?" and 2) Is the image
fusion always reasonable?

Fig.3. Dependence of the contrast k® o of the fused

image, illustrated by the corresponding fused images
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The advantage of a fused image appears if one
takes into account simultaneously the contrast in several
points of the image. Let us consider the contrasts of the
key points 1 and 2 in the fused image. One of them (for
example, the point 1 belongs to the target. Therefore, we
will call the point 1 the target point. Another point
(correspondingly, point 2 will serve as a reference point
for setting the target's position with respect to it. There-
fore the point 2 is called the reference point. In principle,
one can choose not one but several reference points.

Let the key points and their contrasts be noted with
the corresponding superscripts 1 and 2, such that for the

increasing weight parameter ®“, the contrasts vary
correspondingly along the solid lines 1 and 2 in Figs.
4a, b, c.

If lines 1 and 2 do not intersect in the domain of

permissible values 0< o <1of the weight parameter,
then from Fig. 4a it is clear that there is no reason in the
fusion of images, because the contrast of both points in
the fused image is always lower than in one of the input
images (Fig. 4a).
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Fig. 4. Examples of dependence of the contrast on
the weight parameter for two key points: the dependences

a—do not intersect with k{ >0, k5 >0, b~ intersect with
k? >0, k5 >0, c— intersect with klA #0, sz =0
kP =0, k2 %0
If in the domain of the permissible values of the

weight parameter o the lines 1 and 2 do intersect, then
at the increase of the weight parameter, the contrast of
one point decreases, while for the other one it increases
(Fig.4b). If the visibility of both key points is equally
important, then the optimal value of the weight
parameter is

mf:AkA/ AKB —AKA ®)

which corresponds to the abscissa of the point of
intersection of lines 1 and 2 (Fig.4b), with the subscript
indices 1 and 2 correspond to the points 1 and 2 in the

images A and B.
The ordinate of the point of intersection of lines 1

and 2 is defined as
k12 = M . (9)

Aky —Akq

It follows from Eq. (9) that if one of the points, for
example, point 2, is invisible in one of the images, for
example, in the image from the channel A, because it

is of zero contrast (i.e, one has klA #0, kf =0), while

in the image from the channel B the same point 2 is
well visible, but instead the point 1 is invisible (i.e., one

has le =0, sz #0), then in the fused image, both

points 1 and 2 are visible and are of the same contrast
(Fig. 4b), which is determined by Eq. (9). The very this
simultaneous visibility of the two points on the fused
image is the advantage of the image fusion. In other
words the image fusion provides the simultaneous
visualization of the key points such that points which
are invisible or of low contrast in one of the partial
images become visible in the fused image together with
other key points.

The same conclusions are valid for the case if one
image is received from the Vis channel, and the other
one from the IR channel (Fig. 4c). An example, when in
the Vis and IR images two different points are seen,
such that one of them is seen only on the Vis image and
the other one only on the IR image, while both points
are visible in the fused image, is shown in Fig. 5.

u v u+v

Fig. 5. Computer modeling of the image fusion, which
illustrates its advantage

If in the fused image we have several reference

points, then the value of the weight parameter ®"
should be chosen such that the number of reference
points and their mean contrast are maximal.

Thus we are led to one more conclusion: the best
fused image corresponds to the highest contrast of the
target at the largest number of reference points of
maximum contrast observed in the fused image.

2.3. Weighted fusion: w-image
In the previous section, it was noted that, at the

condition \us >\p,snax the fusion of images might lead

to the effect of light-saturation. To avoid this effect, one

B

introduces the weight factors w” and w2 such that
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wh +wbB =1, the brightness of the fused image will be

determined by the equation

A B B A

YW =wiu+wPu=u-w® u-v =v+w" u-v . (10)

In other words, in contrast to the simple fusion,
discussed in the previous section, in this section we deal
with the algorithm (10) of weighted image fusion. From
Egs. (1), (2) we find that the contrast of the fused image
corresponding to the weighted fusion given by Eq. (10) is
of the form

KW = kAo +kBo®™W, (11)
in which

A U

(DUW:AW—(DB’ (12)
who! +wPe®

B v

VW _ W o
B SR (13)

w o +wPe®

Thus, the contrast k", Eq. (11), for the weighted
image fusion is of the same form as that ofk®, Eq. (4),
for the simple fusion, with the difference that in k", Eq.

(11), the weight parameters " and o of the partial
images are normalized (multiplied) by the corresponding

weighted factors w? and wB. For arbitrary values of

weight coefficients w” = w®? one has who" +wPB

However, from (12) and (13) it is obvious that the sum of
the normalized weight parameters is equal to one

o’ <1.

o +oW =1, (14)
Using (14), we rewrite the equation (5) to the form
KW = kA - Ako®™ = kB + Ako"W (15)

where as before Ak =k” —k B . In both cases, when the

weighted factors are equal, namely, at wA =wB =1 and
w” =wB =1/2 Egs (11) and (15) reduce to Egs. (4) and
(5), respectively. Furthermore, it was shown above that at
simple fusion the contrast is the same independently
which of the two A B-1

conditions w" =w" =
w” =wB =1/2 is applied. The brightness is different in

or

these two cases, but not the contrast. In other words, the
simple fusion is a partial case of the weighted fusion,

which corresponds to whA =wB.

It follows from (15) that in the case of the fusion of
Vis and IR images using the algorithm of the weighted

fusion, due to the fact that k” >0, kB <0 the contrast
k" of the fused image, as in the case of simple fusion, is

not higher than one of the contrasts kA or kB of the

partial images. However, at the weighted fusion the
dependencies k% (w") and k*(w") are no more linear.
To show this, we substitute (12), (13) into (15)

B_ v AU
W ® A
k" =k* ~AkK————=k® + Ak——— . (16
who" +wPe® who" +wle® (16)
Dependencies k" (w")for different  values

0<w? <1are shown in Fig. 6. From Fig. 6 it is seen
that for different values w°®the contrast of the fused
image vanishes at different values

kA 1-wB

oy = 17)

kA 1-wB —KkBwB

For example, for wB =0.2 from (17) we find a
value oy =0.8 which can be clearly identified in Fig. 6.

0.1

Fig. 6. Dependencies k% (o®) at k” =2/3, kB =—2/3

for different values 0 < w® <1 indicated on
the corresponding curve

Conclusions

Improvement of the effectiveness of the target
sightseeing system of armored vehicles can be achieved
by improvement of the image of target on the gunner
and the commander monitors by the fusion of images
from different observation channels. For the TSS needs,
the partial images can be obtained in visible and
infrared spectral ranges. It is also promising to use the
image of the target received from radar. Fusion methods
available in the literature, by default, are designed for
the work in the office, imply special knowledge and
skills of the operator in programming, and therefore are
unsuitable for the use by a crew of an AV.

Image fusion for TSS has its own peculiarities in
comparison with traditional approaches for civilian
needs. The difference is that for civilian needs

© 4.€. Xaycros, I.€. XaycTos, E.I. JIuukoscekuii, €.B. Puxos, 10.A. Hactumun



36 BilicbkoBO-TeXHIYHNI 301pHUK

21/2019

the quality of the image as whole is important, while
only elements of the image, namely, the key points are
important for the needs of the TSS. The image quality
indices, which are designed for civilian needs, are based
on the concept of integral contrast. In this paper, we
have shown that for the needs of the TSS the concept of
local contrast is more appropriate, since it allows for
tracing the contrasts of the key points, thereby
excluding from consideration the contributions of the
irrelevant areas of the image.

We argue that for the needs of TSS one has to
employ such image fusion methods, which exclude
subjective evaluations of the quality of the partial and
fused images by the operator, minimize the participation
of the operator in the formation of the fused image,
enable the real time monitoring of the observations
involving fusion of images from different channels,
increase the informativeness of the fused image via
enhancement of the contrast of key points of the image.

We show that the most suitable for the needs of
TSS is the fusion of multi-mode mono-temporal mono-
view images synthesized from partial images at the
pixel level. The most suitable for the fusion in the TSS
are images from visible and infrared channels, although
promising, but still little studied is the fusion of images
from these two channels combined with that from
the radar channel.

We have derived analytical expressions, which
relate the local contrasts of the key points in the fused
image obtained employing the simple and weighted
algorithms of image fusion to the local contrast of these
points in the partial images from the observation
channels.

From these relations we concluded that the local
contrast of the image obtained via simple or weighted
fusion methods is always lower than the contrast of the
corresponding key points on one of the two partial
images. The specific feature of the images collected
from the visible and infrared channels is that contrasts
of key points on such partial images, as a rule, are of
opposite signs. We show that the image fusion is not
always reasonable. There are situations at which the
image fusion worsens the quality of the fused image in
comparison with that of partial images. We demonstrate
that due to the opposite signs of the local contrasts of
key points on the visible and infrared images, under
certain conditions the contrast of the key points in the
fused image can vanish, such that the key point might
become invisible in the fused image, while being clearly
visible in both partial images. The analytical
expressions that determine the conditions for the
reduction of contrast in image fusion by simple and
weight aggregation algorithms are obtained.

The conclusions derived from the obtained
analytical relations for the local contrast in the fused
image are confirmed and illustrated by modeling the
image fusion in Mathematica. In particular we have
modeled the situation at which the contrast of the object
vanishes in the fused image, although on both partial
images it is well visible. We have modeled also the
situation at which an object is visible only on one partial
image, while the other object is visible only on the second
partial image, but both objects become simultaneously
visible on the fused image. This example illustrates the
case, when the informativeness of fused images increases
in comparison with that of the partial images and
highlights the advantage of the image fusion.
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Oco0.1MBOCTI KOMIVIEKCYBAHHS 300pajkeHb 3 BUAMMOIO TA TeMIOBIi3iliiHOro KaHaIiB
NPULIILHO-CIIOCTEPEKHOI0 KOMILJIEKCY 3pa3KiB OPOHETAHKOBOI TeXHIKH

S1.€. Xaycros, [1.€. Xaycros, E.I. JInukoBcekuii, €.B. Puwxos, F0.A. Hactumun

3anponornosani 6 nimepamypi Memoou KOMHIAEKCY8AHHA 300paxiceHb po3pobieHi 01 pobomu é ymosax ogicy, a momy €
Henpuoamuumu Ol 3ACMOCYBAHHA Ha pieni ekinajcigé Oponemawun. Komniexcysauns sobpadxcensv 011 npuyiibHo-
cnocmepexcrnux  komnaekcie (Oani —IICK) 3paskie Oponemanxko08020 030pO€HHA Mae €80i 0coOIU60CMI Y NOPIGHAHHI 3
mpaouyidnumu nioxooamu 01a yusitbhux nompeb. B yiti pobomi mu noxasaiu, wo ons nompeb IICK xonyenyis noxanbHo2o
KOHmpacmy Oinvui npudamHua 6 NOpPiGHAHHI 3 KOHYENYiclo iHmezspanbHo20 KOHMPACMYy, KA € OCHO80I0 Ol NOKA3HUKIE AKOCMI
306pasicenns, pospobrenux 0N YugiibHux nompeb. B cmammi eéxaszamo, wo naubinow npuoamuumu oaa nomped IICK e
KOMNNEKCYBAHHA PI3HOMOOOBUX OOHOMOMEHMHUX MOHOPAKYPCHUX 300padiceHb Ha nikcenvHoMy pieui. Hatibinbw npuoamuumu
ona komnaexcyeanns 6 IICK € 3o0bpadicenns i3 6uoumo2o ma ingpaiepgoHux KaHanie, a maKodlc nepcneKmusHuM, aie noku ujo
MANOBUBHUEHUM € KOMNIEKCYBAHHS YUX 080X KAHANIE 300pavicendv i3 padionokayitinum xananom. OmpumaHo aHamimuyvui cnig-
BIOHOWEHHA, AKI N0G A3VIOMb JOKANbHUL KOHMPACM KIHOUOSUX MOYOK KOMNIEKCOBAHO20 300PAdICeHHs I3 NOKANbHUMU KOH-
mpacmamu yux movox Ha NApyianbHux KaHaiax npu KOMNIEKCYBAHHI 3a Memooamy npOCno20 ma 64206020 CKAAOAHHA. 13 yux
CNiBBIOHOWEHD 3POONEHO BUCHOBOK, WO JIOKANbHULL KOHMPACM 300DaAdCeHHs, KOMNIEKCOBAHO20 30 MEMOOAMU NPOCMO20 YU
604208020 CKNAOAHHSL, € 3A6IHCOU HUICUUM, HINC KOHMPACH 8IONOBIOHUX KNIOUOBUX MOUOK HA OOHOMY I3 NAPYIANLHUX 300PAXHCEHD.

Tlokazano, wjo KOMNIEKCY8AHHs 300pajdcenb He 3a8xHcouU € pe3yabmamueHuM. Braciiook npomunedcnocmi 3Haxie 10Kanb-
HUX KOHMPACMI6 UOUMO20 Ma THPPAYEPEOHO20 300padiCeHb 3a 0eaKUX YMO8 KOHMPACH KI0Y08UX MOYOK HA KOMNIAEKCOBAHOMY
300padicenni Modice 3aHYII08AMUCSH, MOOMO KAIOY08A MOUKA MOJICe CMABAMU HEGUOUMOI HA KOMNIEKCOBAHOMY 300DadCeHH,
Xoua npu yboMy 60HA HIMKO CHOCMEPI2AEMbCA HA NApYiansHux 300pascennax. Ompumano aHarimuyKi eupasu, aKi 3a0amo
YMOBU 3aHYNIeHHS. KOHMPACHLY NPU KOMNIEKCYBAHHI 300padicetb 3a aneopummam npocmozo ma 8a208020 CKNA0anHa. Bucnoeku,
AKI GUNIUBAIOMb [3 OMPUMAHUX AHATIMUYHUX CRIBBIOHOUIEHb OISl IOKANIbHO20 KOHMPACMY HA KOMNIEKCOBAHOMY 300padiCeHHi,
NIOMBEPOHCEHO MA NPOITIOCMPOBAHO 34 OONOMO20I0 MOOETIOBAHHS KOMNIEKCYBAHHA 300padicets 6 cepedosuwyi Mathematica.

Kniouosi cnoea: npuyinbruii komniexc, meniogizitina cucmema cnocmepedicents, KOMNJIeKcy8anHs 300paicets.

Oco0eHHOCTH KOMILIEKCHPOBAHUS M300paKeHnii U3 BUIMMOT0 U TEeNJIOBU3HOHHOI0 KAHAJIOB
NMpHULeJIbHO-HAOII0AATEIbHOT0 KOMILIeKCa 00pa3oB OPOHETAHKOBOH TeXHUKHU

S.E. Xaycros, [.E. Xayctos, D.U. Jlmukosckuii, E.B. Pepkos, 10.A. Hactumma

Memoowl komnaexcuposanusi u306padicenutl, umerowuecs 6 aumepamype, NnpeoHasHauenvl 0151 pabomvl 8 oguce u
Henpucoonvl Ol UCHOAb308AHUSL dKUnaxicem Oponemawiunsl. Komniexcupoganue uzobpasicenuii O0as NP UYerbHO-
Habmooamenvholx Komniexcog (0anee —IICK) bponemankogoco 60opydicenus umeem c8OU OCOOEHHOCMU NO CPAGHEHUIO C
MPAOUYUOHHBIMU NOOX00AMU OISl SPANCOAHCKUX yenel. B amoil pabome mwvl noxasamu, umo oas IICK obpasyos 6pone-
MAHK0B020 BOOPYAUCCHUSI KOHYENnYUsi TOKAAbHO20 KOHmMpacma 0onee nooxoosuyas no CPAeHeHUI0 ¢ KOHyenyuell uHmezpanbHo2o
KoHmpacma, s8isouelicsi 0CHO80U 051 noKazamenell Kayecmea uzo6pasicenuss, paspabomantulx O Spancoanckux yeueil. B
cmamve nokasamo, umo Haubonee nooxooawum oas IICK sensemcs xomnnexcuposanue pazHomMoOO08bIX O0OHOMOMEHMHbIX
MOHOPAKYPCHBIX U300padicenull HA nuxcenvHom ypoehe. Haubonee npuemnemvimu Oiiss KOMNIEKCUPOBAHUS 6 NPUYETbHO-
HAOMOO0AMENbHbIX KOMNIEKCAX SGNSIOMCS U300PAdNCEHUsT HA NUKCEIbHOM YPOBHE C GUOUMO20 U UHPPAKPACHO2O0 KAHALOG.
Tonyuenvl anarumuyeckue COOMHOWEHUS, CEA3bIBAIOWUE TOKWILHLIL KOHMPACM KIOYeGbIX MOYEK KOMMIEKCUPOBAHHO20
U300padicenus ¢ JIOKAIbHbIMU KOHMPACMAMU DMUX MOYEK HA NAPYUATbHBIX KAHALAX NPU KOMWIEKCUPOBAHUU Memooamu
npocmozo u 6eco6020 ciodcenus. M3 smux coomHouweHuti Mbl NPUULIU K 6b1800Y, UMO JOKALbHbIL KOHMPACM U300padiceHus,
NOLYYEHHO20 NPOCMBIM UL BECOBLIM MEMOOOM KOMMIEKCUPOBAHUS, 6Ce20d Huice, 4em KOHMPACM COOMEEmCcmeyiouux
KAIO4eBbIX MOYEK HA OOHOM U3 NAPYUATLHBIX U300PANCEHULL.

Toxazano, umo KOMNIEKCUPOBAHUE U300PAdICeHUll He 8ce20d SGIAeMCcst pe3ylbmamueHuiM. H3-3a npomueonoiodiCHbIx
3HAKOG JIOKAIbHBIX KOHMPACMOS KIIOUebIX NMOYEK HA GUOUMbIX U UHPPAKPACHBIX U300PANCCHUSIX NPU ONPEOCNEHHBIX YCI0GUSX
KOHMPACM KIOYeBblX MOYEK HA KOMNIEKCUPOBAHHOM U300PANCEHUL MOJICEM 3AHYIAMbCS, MAK YMOo KII0Yesds MO4Ka MOJNCEm
cmamo HeBUOUMOT HA KOMNLEKCUPOBAHHOM U306PAd’CEHUU, XOMs NPU IMOM OHA 4emKO GUOHA HA 0OOUX NAPYUATLHBIX U300pa-
orcenusix. Tlonyuenvt anarumuyeckue golpajiceHust, onpeoensiiouue YCio8us. CHUNCEHUsE KOHMPACMHOCIMU NPU KOMNIEKCUPOBAHUN
U300padiceHuli ¢ NOMOWBIO NPOCMBIX U BECOBLIX ANCOPUMMOS CNONCEHUs. Bblgoobl, coenanHbie HA OCHOGE NOLYYEHHbIX AHAU-
MUYeCKUX COOMHOUEeHUT OISl IOKAIbHO20 KOHMPACMA HA KOMNJIEKCUPOBAHHOM U300PAdCEHUU, NOOMBEPIHCOCHbL U ULTIOCHPUDYIOMCSL
nymem mMooenupoganus KomMniexcupoganus uzobpasicenuii 6 cpede Mathematica.

Knroueewie cnosa: npuueﬂbnblﬁ Komnjiexkc, meniosu3suoOHHas cucmema Ha6]l}006Hu}Z, KoMmnjiekcupoearue M306pa.’)fC€HMIZ.
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