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Based on the proposed mathematical model kinematic parameters of the movement of HE projectiles OF-462Z 122 mm
caliber were determined and the values of the corrections if the air temperature is different from the standard were obtained.

Therefore, the proposed mathematical model of determining the functional dependence of the magnitude of the frontal air
resistance force of the projectile’s movement allows us to investigate the influence of deterministic and non-deterministic factors
on the kinematic parameters of the motion of the projectile that is to determine the magnitude of corrections and to create the
appropriate software.

Key words: artillery, external ballistics of projectiles, frontal air resistance force, air temperature.
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FUSION OF VISIBLE AND INFRARED IMAGES VIA COMPLEX FUNCTION

We propose an algorithm for the fusion of partial images collected from the visual and infrared cameras such
that the visual and infrared images are the real and imaginary parts of a complex function. The proposed image
fusion algorithm of the complex function is a generalization for the algorithm of conventional image addition in the
same way as the addition of complex numbers is the generalization for the addition of real numbers. The proposed
algorithm of the complex function is simple in use and non-demanding in computer power. The complex form of the
fused image opens a possibility to form the fused image either as the amplitude image or as a phase image, which in
turn can be in several forms. We show theoretically that the local contrast of the fused phase images is higher than
those of the partial images as well as in comparison with the images obtained by the algorithm of the simple or
weighted addition. Experimental image quality assessment of the fused phase images performed using the
histograms, entropy shows the higher quality of the phase images in comparison with those of the input partial

images as well as those obtained with different fusion methods reported in the literature.
Key words: digital image processing, image fusion, infrared imaging, image quality assessment

Introduction

The fusion of images is the synthesis of an image
by a combination of data from several partial images,
which carry different information about the same scene.
Partial images can be obtained either by the same camera
(most often visual CCD-camera) collecting images at
different conditions (such as focusing, direction of
observation, time moment) or by different detectors
registering signals of different nature (electromagnetic
or ultrasound waves in transmitting or reflecting modes,
distribution of temperature, pressure or other physical
parameters) or signals of the same nature, most often
electromagnetic waves in different regions of
electromagnetic spectrum: y-rays, X-rays, UV, visible
(Vis), infrared (IR) light, radio-waves. Up to date, there
is no universal material, which can be effectively used
as a sensor of signals in the whole electromagnetic
spectrum. For different spectral regions, one uses detectors,
working on different physical principles. Consequently,
the fusion of analogous images from different spectral
regions is hardly achievable, especially taking into account
that until recently analogous pictures were obtained in

the form of a paper or film photograph, obtained by the
chemical development process or as an image on a
scintillation monitor. Although up to date still there is
no universal detector capable for covering whole
electromagnetic spectrum, remarkably, nowadays for all
the electromagnetic regions there are detectors designed
in a form of pixel matrix of sensing elements such that
in response to the irradiation by the electromagnetic
wave each pixel produces own electrical signal.
Therefore, an image can be electronically saved in
the form of a computer file. Digitalization of pixel electrical
signals drastically changed the situation in imaging,
becoming a basis for different operations with images
that now are covered by the term the image processing.
In digital pixel format an image, called the electronic
image, is presented by a pixel table of brightness values
for the detectors working in different spectral regions.
The importance of the electronic format of imaging is
hard to overestimate. The fusion of images is one
among many other possibilities in image processing,
which became possible and handy due to the electronic
format of imaging. Importantly, due to the electronic
format, the image processing can be done “a la source”,
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i.e. within the same device immediately after recording
the raw data from the detector. The latter is important
regarding the development of compact cameras capable
of collecting partial images in different spectral regions
and displaying on the monitor a single fused image of
improved quality in comparison with the raw partial
images. Such compact smart cameras are in great
demand in situations when bulky registration systems
cannot be used. Corresponding examples are many: for
medicine, when monitoring the state of a patient out of a
hospital or of a non-transportable patient, using different
detectors (X-ray, magnetic resonance tomography,
ultrasound, etc.); for military needs, for example in a
target sightseeing systems of motor vehicles (tanks,
aircrafts, ships, submarines) employing visual, thermal
and radar imaging; for space surveillance; geodesic and
marine reconnoiter; etc.

Analysis of recent publications

Once the partial images are fused, one has to assess
the quality of the fused image. Several methods have
been proposed for the estimation of the quality of a fused
image (EQFI). These methods can be divided into two
groups, namely: subjective and objective methods [1]. In
this paper, we are interested only in the objective methods
providing quantitative indices for EQFI. Our analysis of
the literature proposing such EQFI indices [2] shows that
as a rule they are based on the notion of the integral
contrast, which is calculated for the area of the image,
much larger than the area of a single pixel. Recently we
have argued that there are situations at which the notion
of the local contrast is more appropriate for the adequate
EQFI result. The notion of local contrast is more
appropriate when the partial images contain large areas of
zero or very low brightness. Such a situation is typical for
visual images taken at low lightening, frequently for
thermal images and practically always for radar images. It
is clear that in such cases the value of the integral contrast
would be greatly affected by the irrelevant information
from the areas of low brightness and, thus, the integral
contrast should be replaced by the local contrast, which is
calculated for a single pixel with respect to the pixels of
its nearest vicinity. For this reason, we will use the
approach of local contrast in the EQFI procedure (see [2]
for details).

The most obvious and most commonly used
algorithm for the fusion of two (or more) images is the
addition of their electronic tables. Many other sophisticated
image fusion algorithms have been developed [2]. Some
of them have been designed specifically for the fusion of
visible and infrared images [3-6]. An extended list of
references on the infrared and visible image fusion
methods and their applications can be found in the recent
review by Jiayi Ma, Yong Ma and Chang Li [7], where
eighteen fusion methods are compared using nine
assessment metrics. All of them have own advantages,

limitations, and drawbacks and, thus, the development of
new fusion algorithms that provide high quality fused
images is still in demand.

Most of the available image fusion algorithms by
default have been designed for the office work, requiring
powerful computers and a specially trained operator with
solid knowledge in programming. In addition, since most
of them were developed for civil needs implying
operations involving elements of art, personal characteristics
of the operator (such as the professional art knowledge,
intuition, and ability for decision-making, personal skills
in programming) play an important role in the final
appearance of the fused image. Only a few such
algorithms can be classified as objective algorithms,
which are free of the subjective influence of the operator,
and are simple in use and non-demanding in terms of the
computer capabilities. The algorithms of simple and
weighted fusion fulfill these requirements.

However, recently we have shown [2] that the
simple and weighted fusion algorithms have at least two
significant drawbacks. The first drawback is that the local
contrast of an image synthesized using the simple and
weighted fusion algorithms are always lower than the
contrast of one of the partial images. Moreover, we have
demonstrated that the simple and weighted fusions are
not always reasonable. In some cases, the image fusion
worsens the image in comparison with that of original
partial images. Our analytical relations for the local
contrast of the fused image as a function of the local
contrasts of partial images indicate [2] that the local
contrast of a pixel in the fused image can vanish when
fusing two partial images from the visible and thermal
cameras. Vanishing of the local contrast of the pixel in
the fused image is due to the fact that the local contrasts
on the visible and thermal images are of opposite signs.
As a result, an object which is visible on both partial
images can become invisible on the fused image. This is
the second drawback of the simple and weighted fusion
algorithms.

Aim of the article

In this paper, we propose the image fusion algorithm
of complex function, which is free of both these drawbacks,
at the same time remaining to be simple in use and non-
demanding concerning the power of the computer. The
proposed image fusion algorithm of the complex function
is a generalization for the algorithm of conventional
algorithms of image addition in the same way as the
addition of complex numbers is the generalization for
the addition of real numbers.

Results

1. Description of the image fusion algorithm of
complex function

It is important to recall, that the digital images are
defined by their pixel brightness tables. Before fusing
the partial images, one has to perform alignment (also
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called registration) of their brightness tables. The image
alignment procedure consists in the formatting of the
pixel brightness tables of the partial images such that
the pixels corresponding to the same elements of the
partial images (key points) become of the same
coordinates in their brightness tables [8,9]. In this and
the following sections, we assume that the process of
alignment of partial images is successful and the partial
images from the channels A and B are ready for
fusion. Let the cells of the pixel brightness table be
denoted by natural numbers X and y in the row and
column of the table, respectively. To increase the
efficiency of the fusion of images specified by their
brightness tables u”(x,y) and v®(x,y) obtained from

two channels A and B, we propose to present the
fused image y(x,y) in the form of a complex function

built of the brightness tables u”(x,y) and v°(x,y),

one of which will be chosen as the real and the other
one as the imaginary part of the function y . There are

two possibilities for this, namely:
Vie (X Y)=U (X Y)+i0(X,Y), (1)
Woos (X Y) = 0(X, y)+iu(x,y), 2
where i is the imaginary unit such that i*>=-1,
u(x,y)=wr(x,y)u*(xy), v(xy)=w?(xy)o®(xy) are
the weighted values of brightness, according to their
weight coefficients, w* and w®, such that

(w )2 +(we )2 —1. Therefore, by definition, the proposed

complex image fusion algorithm is a generalized
prototype of the weighted pixel averaging algorithm [1],
but, as we show below, with much wider possibilities
for the image fusion. The weighting factors w” and
w?® determine the degree of importance (relevance) of
the information from the channels. The values of the
weight coefficients can be entered either manually, as
decided by the operator, or the optimal values of the
weight coefficients can be determined, for example, by
the calculation of their weight with respect to the
averaged brightness values of the corresponding pixels
of the partial images, or employing special methods,
such as, for example, principal component analysis
(PCA) [10]. The meaning of the subscript indices neg

and posin Eg. (1) and (2) which correspond to the

negative and positive images will be identified later in
this section.

One of the advantages of the proposed algorithm of
complex function is in the wider possibilities for the
combination of the information carried by the partial
images in comparison with the simple and weighted
fusion. Indeed, the complex forms of Eq. (1), (2) of the
fused image implies that in the case of several I,and m

images, respectively from the two channels, the fused
image is also a complex function such that the images
from different channels are sorted and added separately
and then the two resulting images from the two channels
are fused by the algorithm of complex function, namely:

| m
y) =2 wiu; (xy)+i2 wlo, (x,y)
j=1 k=1
m |
W o (% Y) = 2 W0y (X, y) +1D wiu(x, )
k=1 j=1

Different images from the same channel can be
obtained with a different focus, exposure (shutter speed),
or in dynamic mode for different delay times between
images in the case of moving objects. The complex

function W, .. (X y)can be represented in the
exponential form [11]

aneg’pOS (X, y) _ |\Pneg'p05 (X, y)| ei%eg,pOS(X,Y) , (4)
or in the trigonometric form
\Pneg,pos (X! y) = |\Pneg,pos (X' y)|{COS [(Dneg.pos (X! y)] + (5)
+isin [goneg_pos (x, y)}}

where

Yo (X,
)

Re W g pos (X0 Y 2+
Iwneg,pos(x,y)|=( : () (6)

(P ()]

is nothing else but the brightness of the complex
signal of the pixel with the coordinates (x,y), and

Preg. pos ( X, y) is the phase of the complex image such that
Im{aneg,pos (X, y)} (7)
Re{\ljneg,pos (X’ y)}

Substitution of Egs. (3) in Egs. (7) gives

Z’k" 1quk (X Y)

Prey = arctan| =S ————= |,

ZJIJ]

(xy
X, (0 >,
ZleUk( )

It follows from Egs. (7) that the phase
Preg s (X, Y) takes the values between 0 and r/2. The

gonegY pos (Xy y) = al’Ctan|:

(®)

P05 = Arctan

exponential and trigonometric forms, of Eq. (4)-(7)
imply that a new fused image can be built by the two
independent algorithms or as a combination of both.
Namely: in one case, the new image is obtained as the

amplitude ¥, .. (X, y)| map, and in the other one as a

phase @, . (X, y) map. One can also build a new
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image via several combinations of parameters
[ g 00 (%, ¥)| @A @y s (X, Y), For example:

2Re{W g pos (X V) IM{W g e (%, ¥)}

2
= |\Pneg,pos (X’ y)| sin 2¢neg,pos (Xv y)a

(R (s 06} ~(Im{ ¥ s (1)}

, (10)
= |\Ijnegvpos (X’ y)| cos Zganeg,pos (X’ y)'

It is worth noting that the combinations

Re{‘l‘negypOS (x, y)} = |‘Pneg,pos (x, y)| COS Preg pos (X%, ) (11)

ML g o0 (6 Y)} =W s (% V)| SIN G s (% ¥) (12)

do not bring new images, since they result in nothing
else but in the partial images u(x,y) or v(xy),
respectively. The effectiveness of the above mentioned
and other possible algorithms can be determined via the
calculation of local contrast of the pixels in these
images.

By definition [2], the local contrast kA (or kB)
of the pixel with the coordinates (x,y) with the
brightness u(x,y) in the image from the channel A (or,
respectively, with the brightness v(x,y)of the image
from the channel B ) with respect to its close neighbor
pixel with the coordinates (x+Ax,y+Ay) is of the

form
Au Av

a
Where
Au=u(x+AX,y+Ay)-u(xy);
U_u(x+Ax,y+Ay)+u(x,y)_
? (14

Av =v(X+Ax y+Ay)-v(X,Y);

_ o(x+Ax y+Ay)+o(x,Y)
L= .
2

Below we evaluate the local contrast of the phase
images and show that the algorithms based on the phase
component, Eq. (7) provide higher contrast in
comparison with those of the simple and weighted
fusion, at which the brightness values of the
corresponding points are added, respectively, as

y"=wfu+wPo  with  the

w'=u+v and
corresponding weighting coefficients w” and w® . The
contrast of the amplitude images|\Pneglpos(x, y)| given

by Eq. 6, will be evaluated elsewhere.

2. Contrast of images fused by the algorithm of
complex function

As it was already mentioned above, the fusion of
images by the algorithms of complex function (1), (2)
provides the possibility of constructing a fused image
in, at least, two forms: amplitude (6) and phase(7). For
two channels (visible and thermal), the view of the
amplitude (a-) image does not depend on the choice,
which of the two partial images (visible or IR) is the
real part and which is the imaginary part of the fused
image v, see Eq.(6). For the phase images, depending
on the choice which of the images (visual or IR) is the
real part and which is the imaginary part of the fused
complex image w, we obtain either the negative,
Eq.(1), or the positive, Eq. (2), image. In turn, the phase
images can be built either in the form of a tangent of the
phase (1 -image):

1%
teg =tANQ, = U , (15)
4o 16
tpos =tan Poos = ; = tneg ' ( )
or in the form of a phase argument (¢ -image):
Preg = arctan (Ej , (17)
u
u
Ppos = arctan (;j (18)

It is worth noting that it follows from (15), (16)
and (17), (18) that ¢, =(7/2)-g,,. The subscript
index neg in equations (15) and (17) corresponds to the
fusion of images according to the algorithm (1).
Namely, by selecting a signal from the visible channel
as the real part, and the IR signal as the imaginary part

of the complex image, we obtain the images t,, and

Pre - Respectively, the subscript index pos in Egs. (16),

(18) corresponds to the fusion by Eq. (2). Namely, by
choosing the IR signal v as the real part and the signal
u from the visible channel as the imaginary part, we
obtain the images t,,, and ¢, . From expressions (13),

(14) we find that the contrast of the t-image, which is
given by the ratio of the signals, Eq.(15) , is of the form

o koK

neg
l—lkAkB
4

(19)

It is worth noting that as a rule the image fusion is
needed when the brightness and, consequently, the
contrast of the partial images are low. At good enough
visibility, thereby at high enough contrast of the image
from the visible channel, there is no need to use an
image from the IR channel, and vice versa. In conditions
of poor visibility in the visible channel, there is no
reason to expect that the contrast of the IR image will be
much higher than the contrast of the visible image. For
such a case, even for relatively high contrast values, let's
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say k"=-k®=2/3 one has k"*k®/4=19<<1.
Therefore, for typical images for which the fusion is
needed (i.e. at (kAkB/4) <<1), the expression (19) takes
the form:

k;eg ~ kB - kA (20)
Since the contrasts of images from the visible and
infrared channels are of opposite signs such that k* >0,

and k® <0, then it follows from (20) that in the phase
image the absolute values of the contrasts of the visible
and infrared images are added and, the sign of the
contrast of the phase image is negative, coinciding with
the sign of the IR image, which stands in the numerator
of the ratio (15), and which determines the positive or
negative appearance of the phase image. In this paper,
we adopt a convention according to which the term
“negative image” corresponds to the negative contrast
of the key points. Respectively, the positive contrast
corresponds to the positive image. For the very this
reason, the negative t-image and the corresponding
variables, starting with Eq. (1) and further, throughout
the text, are denoted by the subscriptneg .

Alternatively, if, the fused image is built by the
algorithm (2) such that the image from the IR channel is
the real part and the image from the visible channel is
the imaginary part of the fused complex image, then the
contrast of the t,, —image built by the algorithm (16)
is of the form

ki, =-k' ~k"-k®

pos = ~Kreg (21)

Taking into account that k* >0, and k® <0, we
conclude that, at the phase fusion by the algorithm (2),
(16) the absolute values of the contrasts k* and k®of
the partial images fused according to the equation (21)
are added. The sign of the contrast of the fused complex
image will be positive. For this reason, we call the
fused complex image obtained by the algorithm (16), a
positive t—image. For the very this reason, the
corresponding variables, starting with Eqg. (2) and
further, throughout the text, are denoted by the
subscript pos.

Therefore, a general conclusion is that the contrast
of both positive and negative t—images is always
higher than the contrast of the partial images, whereas,
according to [2], at the simple and weighted fusion, the
local contrast of the fused image is always lower than
the contrast of one of the two partial images. In
particular, the contrast of the t-images fused by the
algorithms (15), (16), is doubled by its absolute value
when k* =—k®, whereas at the simple addition of such
partial images the contrast of the complex image
becomes zero, which means that the target pixel point
becomes invisible in the fused image.

of the

complicated functions of the contrasts of the partial
images as well as of the values of their brightness. Our
numerical calculations show that the contrast of the ¢ -
images is lower than the contrast of the t-image, but
higher than the contrasts of the partial images. Fig.1
illustrates these statements for the two model partial
images of the same target in the form of a small square
on the background of a larger square. In the first partial
image (on left in Fig. 1a), the small target square of

brightness u, =0.4 is visible on the background of the

Contrasts k? and k?

neg pos

@—images are

larger brighter square of brightness u, =0.5. From
Egs. (13), (14) one finds that the local contrast of the
smaller square is k" =0.2 (2) . It should be noted that,
as a rule, an object of interest (a target) is seen on the
image obtained in the Vis light, as a dark object on a
bright background. The latter implies the positive
contrast of the target and, thus, a dark small square on
the background of the brighter larger square (Fig.1a on
left) of the contrast k* =0.2(2), models an image from
the visible channel A. In the second partial image (in the
middle of Fig. 1a), the small brighter target square of
brightness v, =0.5 is seen on the background of the
larger but darker square of brightness v, = 0.4 . Substitution
of these brightness values in Egs.(13), (14) gives
k® =-0.2(2). As a rule, on an image from the thermal
camera (IR channel) a target is seen as a bright target on
a dark background, and, thus, a brighter small square
(the target) on the background of the darker larger
square (in the middle of Fig.1la) of the contrast
k® =—0.2 (2), models an image of the same target
from the IR channel B.

First, we fuse these two partial images by the
algorithm of simple addition (also called simple fusion)
and obtain a new image:

v’ =u+v. (22)

In [2] we have shown that for the image °

obtained according to the simple fusion algorithm,
Eq.(22), the local contrast of the target is

kS = k™ + @ kB, (23)

where o' =0/(T+0) and @’ =0/(T+D) are
the weights of the U— and v—images respectively. For
this pair of images (on left and in the middle in Fig. 1a)
we have o'=w"=05k"=-k?=02(2), and
therefore, by simple fusion according to Eq.(22), from
Eqg. (23) we obtain a zero contrast k® =0 of the target,

which becomes invisible in the fused image (on right in
Fig. 1a).
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@ o020 K ——0.2(2) =0 simultaneously. For ¢ -images, the problem of zero
values in the input partial images does not

o= 5 - show up at the analytical consideration, because

(1, =042, =05) + (1, =04;0,=05) = (y; =09, =09)
(b)

u
t =—= f =

pos v neg " = kf”eg = _0‘4(4)
K, =04(4)
Gy SO By S Hog =1.25; 0, =0.8
(c)
u i
Ppos = aTCLE " = P = aTCIY " = kS, =—0.28
k2 =028

“pos

By =0.674; 3, =0.896

Brocg = 0.896; @, =0.674

Fig. 1. Comparison of the model images obtained by the
simple addition algorithm (a) to the positive and
negative phase t- images (b) and ¢ -images (c)

The phase ¢- and t-images do not have such a

drawback. Indeed, the contrasts of the t-images obtained
by the fusion of the same partial images from the visible
and infrared channels according to the algorithms given
by Eg. (15), shown on left in Fig. 1b, and by Eq. (16),
shown on right in Fig. 1b, are defined by Egs. (20), (21),
respectively. Thus the absolute values of the local contrast
for both the positive and negative t-images are the sum
of the absolute values of the contrasts of the partial
images. Therefore, the contrasts of the fused positive
and negative t-images are never zero, being always
higher than the contrasts of the partial images (Fig. 1b).
Our numerical calculations show, that the contrasts
of the negative and positive ¢—images (Fig. 1c) are
also not zero, being slightly lower than the contrast of

the t-image, but considerably larger than the contrast k®,
Eq.(23) of the image, obtained by the simple fusion,
Eq.(22).

Another important advantage of phase t-images is
that, according to Egs. (20), (21) their contrasts do not
depend on the weight parameters of the image brightness,
as it is the case of simple addition, Eq. (23). For the
t-images, the contrast is determined only by the contrasts
of the partial images.

It should be noted that the phase algorithms (15)-
(18) of complex image fusion involve the operation of
arithmetic division, which can lead to the singularity if
the denominator is zero. Such a situation is quite plausible,
taking into account that the input images are often
obtained in conditions of poor visibility, and therefore
some areas of the image might be completely extinguished
such that the brightness values in the corresponding
pixels are zero. In such a case, in a given point, there

will be uncertainty in the brightness either for t . or

t., value, if zero brightness is present in the partial

neg
v— or U-—image, or in both, if the brightness zero
values occur in both v- and U-—images

arctan z/0 = arctanco = 7z/2,, for any real number z #0.
However at numerical calculations, a computer program
reports an error message, even in this case. In the case
of zero values in the tables v— or U— images, we add
a small parameter 0<g&<<1 in the denominator in
expressions (15)-(18):

& & 1%
to, =tang’, = : (24)
u+e
& & u
tpos =tan (ppos = ' (25)
v+¢&
Preg = arctan ( ) , (26)
u+e
Ppos = arctan( j (27)
v+¢&

It turns out that the parameter ¢ allows one to
adjust the weight of the image, which is in the
denominator in expressions (24)-(27). In fact, at v <<¢&
the contribution of the image, which is in the
denominator can be neglected. This feature will be
discussed in detail in the next section.

3. Examples of image fusion

Input partial images, obtained using the visual
camera Nikon D3300 (uU-—image, Fig. 2a) and the
thermal imaging sight ARCHER TSA-9/75-640 (v-
image, Fig. 2b), were fused by the simple fusion (s—

image, w°=u+v, Fig. 3) and complex function
algorithms (Fig. 4).

Fig. 2 (Color online). Input partial images: (a) U—image
from the visible channel and (b) v - image from the
IR channel

Fig. 3 (Color online). The S— image, obtained by the by
the algorithm of simple fusion y°* =u+ov from the
partial input images shown in Fig. 2a,b
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As it was noted in the previous section, the
complex function approach provides the possibility to
synthesize a complex image by several different
algorithms. In Fig 4 two groups of images are shown,

namely: positive t,, =u/v—image (Fig. 4a), negative
t, =v/u—image (Fig. 4b) and the positive image,
obtained by standard inversion from a negative
t, =v/u—image (Fig. 4c) as well as three @ —images:
positive ¢, =arctan(u/v)—image (Fig.4d), negative
Pne, = arctan(v/u)—image (Fig. 4e) and positive image
obtained by standard inversion from the negative
Preg = arctan(v/u)—image (Fig. 4f).

) [y 1ICEg %\, _ 1 |
‘e
! o
y

& T T D
@ 'V. o

Fig. 4 (Color online). Fused images by the complex function
algorithm: (a) positive t, =u/v— image, (b) negative

toeg = v/u—image, (c) inverted (positive) t, obtained

invpos
from negative t,, =v/u— image, (d) positive
@y = rctan(u/v)— image, (e) negative
Preq = arctan(v/u) — image, (f) inverted (positive) @0 —

image obtained from a negative ¢, = arctan(u/u)— image

It is important to note that these images were not
subjected to any other processing than those provided
by the corresponding Eqgs. (15)-(18). Using the negative
t— (Fig. 4b) and ¢-images (Fig. 4e), we have
performed the procedure of their inversion from
negative to positive using the Photoshop software.

Namely, the positive images t,,— (Fig. 4c) and
Prpos — IMages (Fig. 4f), which are shown in Fig. 4c and
4f, were obtained from the negative t,, — (Fig. 4b) and

¥ —images (Fig. 4e) by their inversion. It is seen that

the inverted positive t,

invpos
(Fig. 4f) obtained using the Photoshop inversion
algorithms are different from the positive t,, - (Fig. 4a)

- (Fig. 4c) and ¢,,,,,, —images

and ¢, — (Fig. 4d) images obtained by the algorithms
p

(16) and (18), respectively.

The inversion operation can also be applied to the
positive t, — (Fig. 4a) and @, — (Fig. 4d) images. A
comparison of features of phase t— and ¢ -images to
their inverted counterparts also deserves further studies.
The inverted images can also be used as fused images
for further analysis. The advantages and drawbacks of
the corresponding algorithms should be discussed
regarding the application needs. This will be the subject
of our future work.

In addition to the phase t— and ¢—images, one

can also build the amplitude a—image, Eq.(6), i.e.

by the algorithm
w| = Ju? +0?

and a group of combined positive and negative
amplitude-phase images according to the algorithms (9)
,(10); they will be explored in our further studies.
Therefore, the fusion of images from visible and
infrared channels by the algorithm of the complex
function is a platform for the synthesis of the fused
images by, at least, more than ten different algorithms.
A comparison of the features of the images obtained by
these algorithms requires special study and will be the
subject of our next papers. In this paper, we have
focused on the analysis of the phase images (Fig. 4) and
their comparison to the input partial images (Fig. 2) and
to the s-image obtained by the simple addition (Fig. 3).
Visual comparison of the input partial (Fig. 2)
images to the S—image obtained by the simple addition
(Fig. 3) is in agreement with the conclusions of the
previous section according to which the simple fusion
increases the brightness, but the contrast of the fused
image is not higher than that of one of the partial
images. The advantage of a fused image is its higher
informativeness. The set ¥ of elements of the fused
S—image is the union of the sets U and v of the
elements of the input images, namely Y =uuo.
Indeed, in the S—image, one finds two persons, while
the visible image (Fig. 2a) shows only one person (on
left). The v—image from the thermal camera shows
both figures, but the background details are
indistinguishable, whereas details such as crowns and
tree trunks (and others) are visible in the visible as well
as in the fused images. Therefore, the application of the
image fusion by the simple addition algorithm can be
justified by the higher informativeness and higher
brightness of the fused image. However, the reduction
of the contrast of the fused image (Fig. 3) in comparison

(28)
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with that of one of the partial images (Fig. 2) is a
significant drawback of the simple image fusion algorithm.
This drawback is not eliminated also by the employment
of the weighted fusion algorithm [2].

- V .,_ - o

Fig. 5 (Color online). Positive t,, =U/v—images,

which is shown in Fig. 4a, at different values
of the parameter ¢

One can see in Fig. 4 that the contrast of the fused
positive and negative phase t— and ¢@— images is
much higher than the contrasts of the partial input U—
and v— images. Due to the significant increase in the
contrast of the positive t— (Fig. 4 a) and ¢ —images

(Fig. 4 d), one observes the non-uniformity of the
background in the form of rectangles in the upper center
of the images. Visual inspection of the partial u—image
by increasing its brightness in Photoshop clearly
indicates that these inhomogeneities (rectangles) are
present in the input u—image and are not artifacts of
the image fusion. The appearance of these rectangles is
the result of camera noise on the background of a weak
incoming signal. Due to the increased contrast of t- and
@ —images, this noise becomes clearly visible on the
fused image. Below we show that the visibility of the
camera noise can be significantly lowered by the
introduction of the so-called &—parameter in the

denominator in expressions (15)-(18), which transform
into Eqgs. (24)-(27).

Visual comparison of the t— (Fig. 4 a, b) and ¢—
images (Fig. 4 d, e) to the partial visual (Fig. 2a) and IR
(Fig. 2b) as well as to the s-mage (Fig.3), confirms the
conclusion, theoretically drawn in the previous section,
that the contrast of the t —images is significantly higher
than that of the partial input images and the s —image.
To set the estimation of the quality

left person, #-image, Fig. 4a
- ==~ left person, s-image, Fig. 3
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=— right person, f-image, Fig. 4a
-~ right person, s-image, Fig. 3
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(b)

Fig. 6. (a) Histograms for the partial visual (Fig.2a),
IR (Fig.2b) and fused s- (Fig.3), phase t-images;

(b) brightness profiles, measured along vertical lines
directed through the heads of the left and right persons
in Figs. 3 and 4a

of the fused images on a quantitative basis we have
calculated the histograms (Fig. 6) for the partial images
(Fig. 2), the s-image (Fig. 3) and the positive phase t-
image (Fig. 4) after their conversion to the gray-scale
format. The conclusion about the higher contrast of the
phase images in comparison with that of the input
partial images and of the s-image is supported by the
histograms shown in Fig. 6a. Indeed, the widest histogram
with the specific peak-like features for the t-image
(Fig. 4) unambiguously points to its higher contrast in
comparison with other images characterized in Fig. 6a.
It is also worth to note that the fusion of the partial
input images by the phase algorithms, Egs. (15)-(18)
and (24)-(27) considerably increases the brightness of
the fused phase images in comparison with those of the
input partial images and the s-image. The visual
evidence for this conclusion is quantitatively supported
by the comparison of the brightness profiles (Fig. 6b),
measured along the vertical lines directed, for example,
through the heads of the left and right persons in Figs. 3
and 4a. In many image processing programs (Mathematica
[12] is an example), the maximal brightness value is
normalized to 1 and thus the brightness values for the
partial images appear to be much smaller than 1.
Therefore, it is clear from Egs. (15) -(18) and (24)-(27)
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that the high brightness of the phase images is due to the
operation of the arithmetic division of the brightness of
one partial image by that of the second one.

To estimate the amount of information in the image
we have calculated the entropy S of the fused images
and compared these data to such data obtained for the
partial input images. The notion of entropy is considered
as a measure of the amount of information, from the
time, when it was first introduced by Claude Shannon
[13] and nowadays it is widely used for EQFI; higher
entropy indicates a higher amount of information [7].
Namely, the entropy was found to be 7.459 for the input
visual image (Fig. 2a), 6.062 for the input IR image
(Fig. 2b), 9.322 for the s-image (Fig. 3), and 9.722 for
the phase t-image (Fig. 4a). The latter indicates that the
fused s-image contains a higher amount of information
in comparison with that of the partial images, whereas
the highest value of the entropy among the measured
entropy values is obtained for the phase t-image
(Fig. 4a).

To compare the quality of the proposed fusion via
the algorithm of complex function to those obtained in
the literature using different fusion methods, we have
fused the partial images of the popular image “NATO
camp” [7,14]. The histograms calculated for the s- and
t-images and the corresponding entropy values S are
shown in Fig. 7.

“NATO camp” visual image

|I S§=4.866

“NATO camp” IR image

l §=4.523

“NATO camp” s-image

S=4.995
“NATO camp” f-image,
e=0.1 §=9.020

0.0 0.2 0.4 0.6 0.8 1.0

Fig. 7. Histograms of the “NATO camp” partial and fused
images. The value of S indicates the entropy of the image.

The histograms of the input partial images are
similar, being in a form a compact band with a well-
expressed sharp apex, which indicates that their
brightness values are closely distributed around the mean
brightness value, which in turn manifest the relatively
low contrast. The histogram of the s-image, obtained by
the simple addition, indicates that the brightness of the
fused s-image saturates and its contrast significantly
worsens in comparison with the input images. The

histogram of the phase t-image is much wider in
comparison with those of the partial images and the s-
image, which shows that the contrast of the t-image is
much higher. Better quality of the phase t-image is also
confirmed by the corresponding entropy values measured
for the images, shown in Fig. 7. The entropy value of the
t-image is almost twice in comparison with those of the
partial images and the s-image, which again indicates
better quality of the t-image. According to the data from
[7] the entropy measured for the images “NATO camp”,
fused by eighteen different methods falls in the range
between 6.3 and 7.4. The value S=9.020 measured for our
t-image appears to be considerably higher. Theoretical
reasons for the higher entropy of the phase images in
comparison with other methods reported in the literature
as well as the behavior of other image quality indices for
the phase images deserve special studies and are in
progress.

It is important to note that the contrast of the ¢—
images is also always higher than the contrast of the
input partial images. In addition, the enhancement of the
contrast is accompanied by the clearly visible increase
in the brightness of the fused image.

From Fig. 4 one finds that there is a well-visible
difference between the colors of the original partial images
and those obtained using the t- and ¢-algorithms: the
positive t- (Fig. 4a) and ¢ -images (Fig. 4d) are bluish,
while the negative t- (Fig. 4b) and ¢ -images (Fig. 4e)
are yellowish. In some sense these colors can be
considered as pseudo colors, since they result from the
mathematical operation (division and ArcTan) applied
to the data from the partial images. The color appearance
can be changed by the application of different possibilities
for the lightening options using the condition “ColorSpace”
in Mathematica. However, it is worth to note that, Fig. 5
demonstrates that the color appearance can be modified
towards the natural colors of the visible image,
preserving the details of both partial images by the
variation of the parameter ¢, see Eqs . (24)-(27)
and Fig. 5.

Also it should be noted, that during the synthesis
of the fused images presented in Fig. 4 we have faced a
problem of singular values of ratio u/v or v/u when

respectively either v=0 or u=0 in the input partial
images. Image processing program used to synthesize
the fused images by the algorithms (15)-(18), produces
an error message due to the uncertainty at the division
by zero. We eliminate this problem in the manner
indicated at the end of the previous section by adding a
numerical parameter ¢ to the denominator. Namely,
instead of Egs. (15)-(18) we employ Eqgs. (24)-(27).

It is important to note that there are no principal
mathematical constraints on the value of the parameter
¢ . The increase of the ¢ -value reduces the contribution
of the brightness of the input partial image v or u
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standing in the denominator of the ratio u/v or v/u,

respectively. In fact, the parameter ¢ plays the role of a
weight parameter for the brightness of the image, which
is in the denominator. On increasing, the parameter ¢
reduces the brightness of the fused image.

In Fig. 5 we present the fused images for different
values of ¢ from £=10"° to £=2 . Small values of ¢,
for example £=10"° and 0.01, indeed, allow one to
escape the division by zero. In addition, such small ¢
values do not affect the contrast considerably. It can be
seen from Fig. 5, that at small values £=10" and 0.01
the corresponding images are very little different from
each other. Growth of ¢ is accompanied by the
approaching of the fused image to the input partial image,
which stands in the nominator in Eqgs. (24)-(27), let it be
the visible u—image, but it retains the specific details
(for example, the person on the left), which are invisible
in the u—image (Fig. 2a), but are seen (Fig.2b) in the
L — image (standing in the denominator). In other words,
by controlling the parameter &, one can transform the
fused image closer to the natural appearance of the photos
in the visible light, without losing the information that
appeared on it due to the image fusion. Compare, for
example, the original image from the visual camera,
shown in Fig. 2a to the fused t-image with £=0.2in
Fig.5. It is clearly seen that the fused t-image with
£=0.2in Fig.5 is of much higher quality than the
original image shown in Fig. 2a: the t-image is of higher
contrast and contains details (figure of a second man on
the right, for example, but not only), which are not seen
in the original image. In this sense, the fusion by the
algorithm of the complex function is akin to the algorithm
of weighted fusion but with significantly higher contrast,
brightness and amount of the information.

It is important also to note the visibility of the
noise in the image from visible camera in the form of
bright and dark rectangles can be reduced increasing the
value of the parameter ¢ (compare the image with
£=10" to that, for example, with £=0.2 in Fig. 5).

Finally, it should be noted that the proposed method
is designed for the purpose of the target recognition and
implies minimization of the subjective influence of an
operator. Subjective methods of EQFI are of great
importance for civil applications, where the art-
component prevails. For the scientific (including medical)
and military applications the application of the subjective
influence of an operator and methods should be
minimized. The proposed method is designed for the
scientific and military needs and for this reason we do not
apply the subjective methods of EQFI to its evaluation.

Conclusions

We propose an algorithm for the fusion of partial
images collected from the visual and infrared cameras in

the form of a complex function such that one of the
partial images is the real part while the other one is the
imaginary part of the complex function. Since there is
no restriction on the choice which of the two images
will be the real and which one will be the imaginary

part, the fused image can be built either as ., =u+ iv
or W, =v+iu, where U and v are the images from
the visual and infrared channels, respectively. Rewriting
the complex function to the exponential (or trigonometric)
form:

Wneg,pos = |\|j|(5|n (pneg,pos + I COS(pneg, pos ) = |\V| €
provides two possibilities to synthesize the fused image
as either the amplitude |\u|:«\/u2+o2 or the phase

images, which can be built either as the two t —images:
tang,, =v/u, tang, =u/v, or two ¢-images:

1 ®neg, pos

@pey =arctan(v/u) and ¢, =arctan(u/v). Unlike the

phase images, the appearance of the amplitude image
does not depend on the choice of the real and imaginary
parts of the complex function algorithm. In the above
notations the subscripts “neg” and “pos” correspond,
respectively to the negative and positive format of the
image in their conventional senses.

One of the advantages of the proposed complex
function algorithm is that the multiple images from the
two channels are sorted and fused separately, let say by
the weighted addition algorithm and then these two
fused images from the two channels are used to form
either the amplitude or phase images.

We show that due to the fact that the local
contrasts of the partial visual and infrared images are of
the opposite signs, the local contrast of the fused phase
t —image is the sum of the absolute values of the local
contrasts of the partial images, whereas the local contrast
of the image fused by the algorithm of simple adding is
the difference between the local contrasts of the
corresponding partial images. Thus, the local contrast of
the fused phase image is higher than those of the partial
images as well as of the image fused by the simple or
weighted addition algorithm. Due to the opposite signs
of the contrasts of the visible and infrared images the
contrast of the image fused by the algorithm of simple
addition can vanish, whereas the algorithm of complex
function does not have such a drawback. Theoretical
conclusions are supported by the computer modeling as
well as by the qualitative (visual) and quantitative
characterization of the examples of the fusion of real
visual and infrared images using the proposed algorithm
of complex function and the algorithm of simple
addition.

We believe that the enhancement of the local
contrast in the fused phase images is also promising for
application to the problem of object recognition.
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KomnuiexkcyBaHHsi 300paeHb 3 BWINMOIO Ta TeMJIOBi3iiiHOro kaHadiB y ¢popMi koMmaekcHol pyHKIii
S.€. Xaycros, [1.€. Xaycros, €.B. Puxos, E.I. JInukoscekuii, FO.A. Hactuimmx

YV oauiit pobomi mu nponomyemo aneopumm KOMHIEKCY8AHHA NAPYIATbHUX 300pAXCEHb, OMPUMAHUX 3 8UOUMOT Ma
iH(hpauepsoHoi Kamep y hopmi KomnaekcHol yHKYil, wo € nPocmum y GUKOPUCMAHHI MA HEeGUMOTUSUM 00 NOMYNCHOCHEl
CyuacHol enekmpoHHO-00UUCTIOBAIbHOT MEXHIKU. Aneopumm KOMNIEKCY8aHHs 300pajicenb uepe3 KOMHIEKCHY @QYHKYilo €
V3A2aNbHEHHAM A120pUMMY 000ABAHHS 300pAdCEHb MAK CAMO, K 000ABAHHA KOMIJIEKCHUX YUcCel € Y3d2albHeHHAM 000A68aHHs
Oiticnux uucen. Oouielo 3 nepesae 3anpPoNOHOBAHO2O ANCOPUMMY KOMNIEKCHOI QyHKYil € me, wo Kinbka 300pajiceHb 3 080X
KAHANIB COpMYIOmMvCs ma KOMNJIEKCYIOMbC OKPEMO, CKANCIMO, 34 al2OpUmMMOM 84208020 000A6AHHA, d NOMIM Yi 08d
KOMNIEKCOBAHUX 300padicentsi 3 080X KAHANIE GUKOPUCIOBYIOMbCS 05l (DOPMYBAHHI AMNIIMYOHO20 YU (ha308020 300pAANCEHHSL.
Komnnexcna popma xomnnexcoganozo 300pasicents GiOKpUBAE MONICTUBICb CHOPMYBAMU KOMNIEKCOBAHE 300paAdICEHHs 5K
amnaimyoue 300pasicents abo K (hazose 300padicenHs, ke, y C80I0 uepey, Modice Oymu 8 0eKiibKox popmax.

Mu noxasyemo, wjo uepes me, wjo J1OKAIbHI KOHMPACMU NAPYIATLHUX BI3YATbHUX MA [HPPAYEPEOHUX 300paAdICEHb MATOMb
NPOMUNIENCHT 3HAKU, TOKATbHUL KOHMPACH KOMIAEKCOBAHO20 (A308020 300PANCEHHS € CYMOIO AOCOTOMHUX 3HAYUEHb TOKATLHUX
KOHmMpacmis napyianeHux 300pasicenb, mooi AK JOKATbHUL KOHMPACH KOMNIEKCO8AHO20 300pAdCenHs, OMPUMAHO20 3a
aneopummom npocmozo 000A8aHHs, — Ye PISHUYS MINHC JOKATbHUMU KOHMPACMAMU SIONOGIOHUX NAPYIATbHUX 300paAdiCeHb.
Takum yuHOM, NOKATbHUL KOHMPACM KOMIIEKCOBAHO20 (PA308020 300padNCEeHHs Guwyull, HIXNC Y NAPYIATbHUX 300padiceHs, a
MAaKodIc y NOPIGHAHHI I3 306PANCCHHAMU, KOMNIEKCOBAHUMU 3d OONOMO2O0IO AN2OPUMMIE NPOCMO20 A60 84206020 000ABAHHSL.
Yepes npomunesxchi 3HaKu KOHMpacmie UOUMUX Ma IHPPAUEPBOHUX 300padiceHb KOHMPACH 300PAANCEHHS, KOMNIEKCOBAHO20 34
AnOPUMMOM NPOCMO20 000ABAHHS, MOCE 3AHYIUMUCH, MOOL 5K ANCOPUMM KOMNIEKCHO! (QYHKYII He Mac maxko2o HeoolliKy.
Teopemuuni 6UCHO8KU NIOKPINJIEHI KOMN TOMEPHUM MOOeT08anusm 6 cepedosuwi Mathematica, a makodc Ha npukiadax
KOMNIEKCYBAHHSL PeANbHUX SUOUMUX A THPPAYEPBOHUX 300padlCEHb 30 O0NOMO2010 3aNPONOHOBAHO20 ANOPUMMY KOMIIEKCHOT
@ynryii ma aneopummy npocmozo 000a8aAHHsL.

Knwuogi cnosa: yupposa obpobra 306pasicens, KOMNIEKCY8AHHA 300padcerb, mMennogiziiine Oayenns, OyiHKa AKOCMI
300padicenHsi.
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Komniexcupoanue n300paskeHHil BUAMMOIO U TeIUNIOBU3HOHHOI0 KAHAJIOB B (OpMe KOMILICKCHOH (PyHKIMH
S1.E. Xaycros, I.E. Xaycros, E.B. Peoxos, 3.U. JIsrukoBckuii, F0.A. Hactumunn

B npedocmasnennoi  pabome mbl npednazaem anopumm KOMRACKCUPOBAHUS NAPYUATIBHBIX U300PANCEHUL, NOLYYCHHBIX
BUOUMOT U UHPPAKPACHOU KamMepamu, 6 6ude KOMNIEKCHOU (YHKYuu, KOmopas SeIsemcsi Npocmoi 8 UCHONb306aHUU U
HempehoBaAMeNbHOU K MOWHOCHAM COBPEMEHHOU IEKMPOHHO-GbIYUCIUMETIBHOU MEXHUKU. ANopumm KOMNIEeKCUPOSaHsl
U3006pacicerull uepe3 KOMIAEKCHYIO (QYHKYUro seisemcs 0000ujeHueM aneopumma CiusHus uzo0pagicenulli max dice, KaK
CRLOJNCEHUEe KOMMIEKCHbIX HUCen AGNAemcs 0000wenuemM croxceHus Oeicmeumenvhuvlx uucel. OOHUM U3 NPeUMyujecms
NPEONONCEHHO20 ANOPUMMA KOMNICKCHOU QYHKYUL eCib MO, YMO HECKOAbKO U300PANCeHULl U3 08YX KAHAL08 COPMUPYIOMCA U
KOMNJLEKCUPYIOMCS  OMOEIbHO, CKAJNCEM, NO AI2OPUMMY 8€CO8020 CIONCEHUs, a4 NOMOM 9Mu 08d KOMNIEKCUPOBAHHbIX
u3006padiceHuss U3 08yX KAHAN08 UCNONbIYIOMCA 015 (POPMUPOBANHUSL AMIIUMYOHO20 ULU (PA308020 U300PANCCHUSL.
Komnnekchas opma KOMIIEKCUPOBAHHO20 U30OPANCEHUS OMKPLIBAEN B03MONCHOCHL  CHOPMUPOBAND  KOMNIEKCHOE
U3006padiceHe KaK amMniumyonoe uzo0pasxcenue uiu Kax ¢azosoe uzoopaicenue, Komopoe, 6 c8oio ouepeds, Moicem Ovbims 6
HECKOIbKUX (hopMax.

Moi nokasvigaem, wmo u3-3a mo2o, 4mo JOKAIbHbIE KOHMPACMbL NAPYUATBHBIX GU3VATLHBIX U UHGPAKPACHBIX U300pa-
JHCCHUT UMEIOM NPOMUBONOLONCHBIE 3HAKU, JOKANbHbIL KOHMPACH KOMIACKCUPOBAHHO20 (DA3068020 U300PANCEHUS SAGNACTICA
CYMMOU AOCONOMHBIX 3HAYEHULl JIOKAIbHbIX KOHMPACMOS NAPYUATbHBIX U300pAXCeHUll, mMo20d KAK JIOKAIbHbIL KOHMpACM
KOMNILEKCUPOBAHHO20 U300PANCEHUS, NOIYHEHHO20 O AN20PUMMY NPOCIMO20 CLONCEHUS, — 9MO PASHUYA MeXHCOY JOKAIbHbIMU
KOHMPACmamu COOmMeemcmayomux napyuaibHulx uzodpaxcenutl. Takum o0pazom, 10KAnbHbill KOHMPACH KOMILEKCUPOBAHHOZO
Paz06020 uz0bpadicenus evlule, Yem y NAPYUALbHBIX U300PANCEHUT, A MAKICE 6 CPAGHEHUU C U300PANICEHUAMU, KOMNIEK-
CUPOBAHHBIMU C OMOWBIO AI2OPUMMOE NPOCMO20 ULU BECO8020 CLOJNCeHUs. H3-3a NPOMUBONONONCHBIX 3HAKOE KOHMPACMOS8
BUOUMbIX U UHPPAKPACHBIX U300DANCEHUTE KOHMPACT U300PANCEHUS, KOMNIEKCUPOBAHHOL0 ANLOPUMMOM NPOCHO20 CIONCEHUS,
MOdCem 3aHyaumcs, mo20a Kax an2opumm KOMAJIEKCHOU QyHKyuu ne umeem maxozo nedocmamka. Teopemuueckue 6b1600bL
NOOKpenieHbl KOMNLIOMEPHLIM MOOeIUposanuem ¢ cpede Mathematica, a makoice Ha NPUMEPAX KOMNWIEKCUPOBAHUS PEAlbHbIX
GUOUMBIX U UHPPAKPACHBIX U300PANCEHUTL C NOMOWBIO NPEONIONCEHHO20 AN2OPUMMA KOMIIEKCHOU (DYHKYUU U AN20pUmMa
NPOCMO20 CLONCEHUSL.

Knrwuesvie cnosa: yugposas obpabomra uzobpasxcenutl, KOMNIEKCUposanue usoopaxceHuil, meniosusUoOHHoe 8udeHue,
OYeHKAa Kauecmed u300paiceHus..
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