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This formula is valid under the following conditions: the force of frontal air resistance to the motion of the projectile is
proportional to the its velocity squared; wind speed components are much smaller than the horizontal component of projectile
velocity; the projectile velocity projections on the Oy and Oz axes are much smaller than the projections on the Ox axis; the
dimensionless coefficient of resistance and the magnitude of the crosswind are constant values.

However, in reality, the force of frontal air resistance to the motion of the projectile is only sometimes proportional to the
its velocity squared; the projectile velocity projections on the Oz axis may be are much smaller than the projections on the Ox
axis and may even be greater than it; the coefficient of resistance is depends on the value of the Makh number, so it can be
considered constant only when shooting at short distances.

The authors propose a mathematical model for determining the magnitude of the lateral displacement of the projectile
under the action of crosswinds. It is believed that the force of the crosswind on the projectile depends on the following factors:
air density; the maximum area of the longitudinal section of the projectile; the difference between the value of the lateral
component of the wind speed and the speed of the lateral displacement of the projectile, which is raised to a certain power.

The magnitude of the values of the lateral displacement of the projectile under the action of the crosswind when shooting at
short distances, determined based on the proposed mathematical model, slightly differ from the values of the lateral displacement
specified in the firing tables.

However, with increasing firing distance, the difference between these values is constantly increasing and the value of the
lateral displacement of the projectile determined theoretically is much larger than indicated in the firing tables. In addition, in
this research the influence of the tank velocity on the value of the projectile lateral displacement taking into account the action of
the crosswind is studied.

Keywords: external ballistics of the projectile, Makh number, crosswind,cannon D-81, firing tables.
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DYNAMIC FUSION OF IMAGES FROM THE VISIBLE AND INFRARED
CHANNELS OF SIGHTSEEING SYSTEM BY COMPLEX MATRIX
FORMALISM

The employment of new mathematical and computer approaches for the fusion of target images from the
visible and infrared channels of the sightseeing system (SSS) is one of the ways to increase the efficiency of the SSS
of armored vehicles. Modern approaches to improving the efficiency of image fusion are aimed to increase the
visibility of the target via improving the quality indices of fused images. This paper proposes a fundamentally new
approach to image fusion, namely dynamic image fusion, at which the target is observed in the mode of a video clip
composed of a sequence of stationary fused images obtained at different parameters of fusion, in contrast to
traditional stationary image fusion, at which the decision is made from one fused image. Unlike stationary image
fusion, aimed to increase the visibility of the target, the dynamic image fusion allows one to enhance the conspicuity
of the target. The principle of dynamic image fusion proposed in this paper is based on matrix formalism, in which
the fused image is constructed in the form of a complex vector function, which by its mathematical form is
analogous to the Jones vector of elliptically polarized light wave, which in turn opens the possibility of matrix
transformation of the complex vector of the fused image and consequently its parameterization by analogy with the
Jones matrix formalism for the light wave. The article presents mathematical principles of matrix formalism, which
is the basis for dynamic image fusion, gives examples of stationary and dynamic image fusion by the method of
complex vector function and compares with the corresponding images, fused by algorithms of weight addition in the
field of real and complex scalars. It is shown that by selecting weight coefficients, the general form of a complex
amplitude vector image can be reduced to the algorithms of weight and averaged addition in the field of real
scalars, weight amplitude and RMS-image in the field of complex scalar numbers, and geometric-mean image in the
field of complex vectors, which, thereby, are partial cases of the general form of the complex amplitude image in the
field of complex vectors.

The animated images obtained by the method of complex vector function illustrate the increase of conspicuity
of the object of observation due to the dynamic change of the fusion parameters.

Key words: digital image processing, image fusion, infrared imaging, Jones matrix formalism, complex vector
image fusion
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Introduction

Analysis of recent publications and aim of the
paper. Improvement of armored weapons can be achieved
via a variety of approaches. The enhancement of the
efficiency of sightgseeing systems (SSS) is among them
and in turn, is achieved via a technical improvement of
the material component (hardware) of the SSS [1, 2] as
well as via the development and application of new
mathematical and computer approaches for registration,
and fusion of target images obtained from the visible
and infrared channels of SSS [3, 4,]. Modern approaches
to the improvement of the efficiency of image fusion
aimed to increase the quality indices of fused images,
which per se reduces to the enhancement of the visibility
of the target [5]. This paper presents a principally new
approach to image fusion, namely the dynamic image
fusion, at which the target is observed in the mode of a
video clip assembled of the set of stationary fused images
obtained at different parameters of the fusion, unlike
traditional stationary image fusion, at which the decision-
making is based on the analysis of a single one fused
image (even though possibly of the best quality) image.
Importantly, at a traditional stationary image fusion, the
decision on the best-fused image is produced by the
analysis of a set of single fused images, obtained at
different fusion parameters.

The advantages of dynamic fusion image are based
on the enhancement of the conspicuity of the target in
contrast to the increase of its visibility at the stationary
image fusion. The introduction of the term conspicuity
is the modern concept [6] in the problem of visual search
[7-11] in the framework of the theory of digital image
processing [12, 13]. Obviously, increasing conspicuity
reduces target retrieval time and increases the probability
of target detection, recognition, and identification.
However, the criteria of conspicuity and the corresponding
numerical index of conspicuity, and hence the analytical
dependence of the targeting task performance (TTP) on
the target conspicuity remain to be open questions.

It should be noted that the conspicuity and visibility
of the target are not equivalent terms. The crew
commander and the tank gunner are interested not so
much in the visibility of the target as in its conspicuity.
But the latter does not mean that there is no relation
between the two terms. High visibility is necessary, but
not a sufficient condition for at least sufficient conspicuity
of the target. But conspicuity is a sufficient condition
for high visibility of the target. In other words, a
conspicuous target is clearly visible, but not vice versa:
a well-visible target is not necessarily conspicuous. As
an argument in favor of this statement, it is worth
recalling the popular phrase: "If you want to hide a
thing, put it in a trivially observable place.” This statement
illustrates that the conspicuity of a target is governed
not only by its visibility, but also by many other factors,
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including purely psychological such as the ability to
attract attention and purely physical, such as background
homogeneity, i.e. spatial homogeneity of contrast, but
not only. Some of the factors are difficult to attribute to
purely psychological or purely physical. In particular,
the conspicuity of an object is sometimes defined as a
property opposite to lateral masking [14- 17], which is a
psycho-physical effect unlike the visibility, which is
defined by the physical properties of the object and
environment (normalized contrast), characterizing the
target-background situation. The essence of lateral masking
is that an object that is clearly visible on a uniform
background becomes inconspicuous when surrounded
by many other similar objects or details of a variegated
external environment. However, a low-visibility target
in a variegated environment becomes well-conspicuous
if its visibility changes (modulated) over time, for example
by changing its brightness. It is well known [18-20] that
a pulsed or modulated light signal is much more
conspicuous than a constant (in time) signal of the same
brightness. This technique is used, for example, to increase
the conspicuity of road signs via their flashing or the
visibility of advertising signs via animation effects. The
very enhancement of the conspicuity of the target via
the animated modulation of its visibility and is the
advantage of dynamic image integration in comparison
with traditional stationary integration.

The principle of dynamic image fusion proposed in
this paper is based on the matrix formalism proposed by
us in the previous work [21] based on image fusion in
the form of a complex vector function, which in its
mathematical form is analogous to the Jones vector of
an elliptically polarized light wave. The mathematical
similarity of the complex vector of the complex image
and the Jones vector opens the possibility of matrix
transformation of the complex vector of the fused image
and its parameterization by analogy with the Jones
matrix formalism for the light wave. Consequently, the
fused image can be composed in the form of a video, in
which the fused image changes animately with a smooth
change of the fusion parameters. In other words, to
increase the conspicuity of the target, instead of stationary
fusion, in which a single fused image is composed of
two input (visible and infrared) images, the dynamic
fusion is proposed, in which a fused video image is
composed of two input images by animating the fusion
parameters.

The principles of matrix formalism, which is the
base for the dynamic fusion, are presented in the next
(first) section of the paper. The second section presents
examples of stationary and dynamic fusion by the
method of a vector function and compares with the
corresponding images, fused by the algorithms of weighted
addition of real and complex scalars.
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Results

1. The principle of dynamic fusion by the method
of complex vector function

According to the fusion method of a complex
vector function, one of the two input images (visible u
or infrared o») is selected as real and the other one
(infrared v or visible u) as the imaginary component
of a complex two-dimensional vector w [21]. Since

there are no restrictions on which of the two images to
choose for the real and which for the imaginary
component, in the general case, one can form two
complex vectors

~0) _ 11]u
Vieg = /—2 |:IL):| 1)
~(0) _ 1|v
Ypos = > |:iu:| )

which correspond to two complex vector images. Subscripts
neg and pos correspond to negative and positive images
in the usual sense of these terms in the image theory.
The explanation of this statement is similar to how it is
introduced in the method of complex scalar function [3,
4] for fusion of visible and infrared images. It should be

noted that 1/7525 and 1/7%%)5 specify vectors in a certain

vector basis of two-dimensional unit vectors ¢, and C,
so that equations (1) and (2) can be written in the form

- 1, . ..
v = ﬁ(uc1 +ivG,) (3)
- 1 o
WE)%)s = ﬁ(”cl +iuc, ) (4)
The superscript (0) in equations (1) - (4) indicates that

the vectors l/7r(]2[);J and 1/7&)))S are defined in the Cartesian

coordinate system, in which the coordinate axes are
directed along the vectors ¢, and C,. Due to the similarity
of equations (1), (2) to the mathematical form of the
Jones vector of an elliptically polarized light wave by
analogy for vectors 1/7,(12% and 1/753%)5 one can introduce

7(0)

the notions of amplitude W neg, pos

, angles of the

azimuth ;(rggé'pos and ellipticity }/,(gg;,pos, the algorithms

for calculating of which are explicitly presented in [21].
In its own Cartesian coordinate system (with axes along
the vectors ¢, and C, ) one finds

N - 1
‘o :"//é%)s Iﬁ\l 24+0? ®)
tan nggg);,pos =0 (6)
sin Zyﬁgg) =sin 2;/;?))5 =2 zuu - 7)
u’+o
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To compare the fusion methods of the complex
vector function considered in this paper and a scalar
function developed in [3,4], we note that for normalized
scalar functions

¥ neg :%(LH'iU) ®)
¥ pos :%(U‘Hu) )

which are defined in the field of complex scalar
numbers, one can calculate the amplitude

1 r5
= =——=+\Uu“+v (10)
|‘//neg | |W pos| \/5
and phase
Ppeg = arctan e (11)
u
u
Ppos = arctan— (12)
19
or the tangent of phase, respectively
19
tneg = tan Preg = U (13)
u
tpos = tan Ppos = (14)

Equations (5) and (10) show that the amplitudes of
the vector function, Eq. (5), in the own coordinate
system and the scalar function, Eq. (10), coincide. Other
algorithms, namely: azimuth and ellipticity angles for a
vector function and the phase for a scalar function are
different.

An important advantage of vector function image

fusion is that vectors ey and 1w, defined in the own

coordinate system by equations (1) and (2) can be
transformed by the action of complex 2x2 matrix J,
by transformation,

Wneg,pos = JV;rggg);,pos (15)
which is analogous to the matrix transformation in Jones
formalism, which is used to describe the propagation of
a light polarized wave through an anisotropic optical (in
the general case: absorbing) medium [22-25]. Under the

-(0
7

transform into vectors v, and v, amplitudes and

action of the matrix J the vectors 1/7% and

angles of azimuth and ellipticity of which differ from
those given by equations (5) - (7) for vectors 1/7%j and
1/7@5. In the general case, the amplitudes of the
transformed vector y, composed of the input visible u
and infrared v images are of the form:

- 2 2 2 2 2

"//neg,pos‘ =\/aneg,posu +bneg,posU +Cneg,posuu (16)

where parameters aY b

neg, pos '

"4
Ta cl, o, Qre

v

neg, pos
composed of elements of the matrix J; their explicit
forms can be found in [21]. It follows from Eq. (16) that

by their physical sense the parameters a!. b

neg,pos ' “neg, pos
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and c¥

neg, pos
purposes, one can abstract from their explicit analytical
forms as functions of matrix elements J. It is sufficient
to take into account that in essence, they are weight
coefficients that can be changed within certain limits
according to the norming condition. Taking into account

are weight coefficients. For practical

that the vectors lﬁ% and 1/753%)5 describe a complex image,

their amplitudes can be normalized to 1. This means that
at maximum values u™ =p™ =1 for coefficients
b and c” the following relation holds

neg, pos neg, pos

2 2 2

(aﬁlegvpos) +(b'v;9vpos) +(Cf‘1yeg,p06) =1 (17)

In the general case, all three weight oefficients can

be varied independently. In partial cases, one can select
convenient combinations between them. For example,
taking into account equation (17), one can set any two
of the three coefficients independent such that their
running values are within the intervals [0;1] and [1;0],

respectively, and then the value of the third coefficient
will be determined from Eq. (17). If the fused image
given by Eq. (16) is considered in dynamic mode, i.e.,
such that the coefficients a¥ b run all real

neg,pos ' “~neg, pos

74
aneg, pos !

values between 0 and 1, then the indices neg and pos
can be omitted, because when the coefficients continuously
vary, the negative and positive images smoothly transform
into each other. Therefore, equation (16) can be rewritten
as

|1/7| = \/azu2 +b%% +c?uv (18)
Taking into account condition (17), Eqg. (18) can
be rewritten in the form

7| = \/azuz +b%? +(1—a2 —b2)uu

(19)

From equation (19) it is seen that when a=1,
b=0, one has c=0 and then the amplitude of the
fused complex vector image reduces into the visible

image |y7| o =u.At b=1, a=0 and consequently

c=0, one has an infrared image W]y, =v- At

a=b=0 one has C=1 and one obtains the geometric
mean of the input images u and v

[V]azpoo = Uv (20)

Obviously, by the selection of coefficients a, b, ¢

one can also obtain the root mean square (RMS) of the

input images u and v . Note that the RMS image, which

is obtained as a partial case of the amplitude vector

image given by Eq. (18) or its normalized form, i.e. Eq

(19), when a=b :1/\/5 and as a result c=0, coincides

with the normalized amplitude image in the field of
complex scalars and is of the form
2 2

7 1
|w|a:b:1/\/2—,c:o:|‘/’|:$ u®+v

Taking c? = 2ab , one obtains the weighted sum of
the input images in the field of real scalars

(21)
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(22)
with appropriate rationing (norming) a+b=1. At

a=b=1/2 one has ¢? =12 and Eq. (22) transforms

into the arithmetic mean of the input images in the field
of real scalars

|V7|02:2ab =au+bv

- u+o
Vlocbcee ==

Equation (21) is nothing else but a normalized
amplitude of a scalar complex function defined by Egs.
(8), (9), which is an amplitude algorithm for image
fusion by the method of a complex scalar function [3,4],
i.e. in the field of complex scalars. Equation (23)
specifies the form of a fused image by the averaging
method in the field of real scalars. Thus, the fused
images defined by the arithmetic mean (Eg. (23)), RMS
(Eq. (21)) and geometric mean (Eqg. (20)) algorithms are
partial cases of the amplitude algorithm (18) of image
fusion in the field of complex vectors.

An animated image composed via continuous
variation of weight coefficients a, b, ¢ (or coefficients a,
b using condition (17)) reflects the essence of dynamic
fusion by amplitude algorithm. Similarly, one can
perform image fusion by the algorithms of azimuth ¥

and ellipticity ¥ angles. This consideration will be the
subject of our next work. Transformation of azimuth ¥
and ellipticity 7 angles under the action of complex

2 x 2 matrix J, which is analogous to the Jones matrix for
the light wave, is presented explicitly in our paper [21].

Thus, dynamic image fusion in the field of complex
vectors enables the comparison of images fused at different
values of weight coefficients and to select the most
informative of them. In addition, the dynamic nature of
image fusion, in which the visibility of the object of
observation (target) changes over time increases its
conspicuity.

In the next section, we present stationary fused
images obtained by the weight amplitude algorithm of a
complex vector function and its partial cases: arithmetic
avarege, RMS, and geometric mean, as well as dynamic
(animated) amplitude images obtained in the field of real
scalars, complex scalars, and complex vectors.

2. Results and discussion

Input visible u and infrared v the images are shown
in Fig. 1, which shows two men with packages in their
hands. In the visible image (Fig. 1a) their faces are clearly
visible, but the contents of the packages they hold in
their hands are not visible. In the infrared image (Fig. 1b),
on the other hand, it is clear that the man on the left has
an object resembling a gun in the package, and the man
on the right has an object resembling a knife in the
package, but their faces are hardly recognizable.

Weight addition of images in the field of real
scalars according to the algorithm defined by Eq. (22) at
a=0.3,b=0.7 (Fig. 2a) and average addition (Fig. 2b)
by algorithm (23) lead to the conclusion that the fused
image by its quality (contrast) is worse than both visible
(Fig. 1a) and IR image (Fig. 1b).

(23)
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(a)

Fig. 1. Input (a) visible u and (b) infrared v images [26]

(b)

Dynamic image fusion by smooth variation of weight  and complex scalars. This result is consistent with the
parameters a and b according to the algorithm of weight  conclusion drawn in [27] that the contrast of the image,
addition (22) also illustrates this conclusion (Fig. 2c).  fused by the algorithm of weight addition is always worse
The faces of people and/or objects hidden in their bags  than the contrast of one of the input images.
are hard to see in the images fused in the field of real

(a)

—

(b)

(©
Fig. 2. Weight addition in the field of real scalars according to the algorithm defined by Eq. (22) with the norming

condition a+b=1 at(a)a = 0.3, (b) a = 0.5, corresponding to the arithmetic mean of the algorithm given by equation
(23) and dynamic fusion by weight algorithm at a e [0;1] (c). To view the video, click by the mouse cursor on the video

The RMS image (Fig. 3a), obtained by the amplitude  (20) both faces of persons and the contents of their bags
algorithm (21) of the vector complex function, Egs. (1) are clearly visible (Fig. 3c).
and (2), coincides with the amplitude algorithm (10) of Corresponding dynamic images, fused by the weight
the complex scalar function [3,4] and visually hardly
differs from the arithmetic mean image (Fig. 2b), while
on the geometric mean image, fused by the algorithm

amplitude algorithm  w=/(1-a)’u? +a%? of the

complex scalar function method varying the weight

© J1.€. Xayctos, f.€. Xaycros, €.B. Pmwxkos, O.0. bBypamnikos, E.I. Jlnakoscekwii, FO.A. Hactummms


http://vtz.asv.gov.ua/article/view/245863/244030

34 BilicbkoBO-TeXHIUHMI 30ipHUK

parameter in the range a <[0;1]is shown in Fig. 3c, and

the dynamic image obtained by the amplitude algorithm
(18) of the complex vector function is shown in Fig. 3d.

Two important conclusions follow from the visual
analysis of the fused images presented in Fig. 2 and 3.
First, among the stationary images obtained by different
methods, the most informative is the geometric mean
image (Fig. 3b), obtained by the method of a complex
vector fusion. Fig. 3b clearly displays both the faces of
people and objects (a gun in one and a knife in the other)
in packages in their hands. Secondly, the application of
the principle of dynamic fusion allows us to demonstrate
that the very these individuals hide in their packages the
very such firearms and bladed weapons. The use of
dynamic fusion enhances the conspicuity of objects of
observation (hidden weapons in packages) by the variation
of the visibility of hidden weapons from zero in the
visible image (in the video image, Fig. 3d, displayed using
Eq. (19) at a=1, b=0) to such that is clearly visible

on the IR image (at b=1, a=0). The visibility of the

(©

This is easy to see: watching the video presented in
Fig. 3d takes about 5 seconds. This video is composed
by varying the parameters a and b in the range from 0
to 1. If we assume that each of the parameters changes
with a step of 0.1, then such a step implies 20 (10 for
each parameter) stationary images. On average it takes
at least 5 seconds (and possibly more) to view one
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faces changes in the opposite direction from good
visibility in the visible image to poor visibility in the IR
image. It is clear that the visual analysis of the stationary
images corresponding to different values of weight
parameters a and b would take much longer time than
watching a video clip of images fused at different values
aandb

In fact, visual analysis of every single stationary
image requires focusing on each of them, time to assess
the quality of each of them, time to switch attention to
each subsequent image, and time to compare them. If
we assume that one stationary complex image will take
on average time t., then for viewing n single images

one needs time t=nt,. To watch a video composed of
these n images one needs approximately the same time
as for one single stationary image, i.e. t.. In this case, to
watch the video one needs the time, which is byn times
less than that to view n stationary fused images.

(d)

Fig. 3. Stationary RMS (a), geometric mean (b) fused images and the corresponding dynamic video images by weight

amplitude algorithms in the field of scalar complex numbers (c) and complex vectors (d). To view the video, click the
mouse cursor on the corresponding video

stationary image. In this case, watching the video takes
time, which is less by at least 20 (and possibly more)
times than watching the 20 stationary fused images,
from which the video is composed. For a smaller step
variation of the parameters a and b, for example, 0.01,
the number of stationary images increases 10 times, i.e.
one has N=200. The video duration can remain unchanged
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(video viewing speed can be adjusted). In this case, the
video viewing time is 200 times shorter than the time to
view stationary images.

Conclusions

Improving the efficiency of the visual task of the
target information acquisition can be achieved by
enhancing the conspicuity of the target. Improving the
conspicuity of the target is the modern concept in the
task of visual search and data acquisition on the target.
Conspicuity of the target is a more capacious generalized
concept in comparison with the concept of visibility of
the target. The visibility of the target as a numerical
parameter of image quality is analytically expressed
through the contrast of the target and characterizes the
target-background situation, while the visibility of the
target is a psycho-physical concept that reflects the ability
to draw attention to the target at its given visibility. High
visibility of the target is necessary, but not a sufficient
condition for the conspicuity of the target. Improving
the conspicuity of the target can be achieved in various
ways. Animation effects are among them.

Dynamic image fusion in the form of a video clip
composed of stationary fused images obtained at different
fusion parameters is the basis for the animated
enhancement of the conspicuity of the object of
observation, proposed in this work. Dynamic fusion is
provided within the method of image fusion from the
visible and IR spectral ranges in the field of complex
two-dimensional vectors. Namely, from the input visible
u and infrared v images one forms a complex two-
dimensional vector y, so that one of the input images
is selected for its real, and the other for its imaginary
component. In such a way the vector w, mathematically

has the form of a two-dimensional Jones vector of
elliptical-polarized light wave. Using this analogy, one
can apply Jones's matrix formalism to construct a
transformed vector of a fused image v = Jy,, where

J is a matrix of size 2x2, composed of complex
elements, analogous to the Jones matrix used to describe
an optically anisotropic medium. By analogy with Jones
matrix formalism, the input visible and IR images can
be fused by the amplitude algorithm, and the algorithms
of azimuth and ellipticity. In this paper, we focus on the
amplitude algorithm. In the general case of nonzero all
complex components of the matrix J the amplitude of
the complex fused 1image is of the form

|t/7|:\/a2u2+b21)2+c2uu . Parameters a, b, c are
combinations of matrix elements J and play the role of
weight coefficients that vary from 0 to 1 and satisfy the

rationing (also called norming) condition a? +b%+c? =1.
As a result, changing the weights a, b in the range from

0 to 1 with a certain step and taking ¢ =1—-a® —b? of
the two inputs (visible u and infrared v) images one
can generate a set of complex images. Having formed a
video file from this set of images, we obtain a dynamic
fused image. It is the possibility of varying the weight
coefficients that is the basis for a dynamic image fusion
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within the method of a vector complex function by the
Jones matrix formalism.

By the appropriate setting of weight coefficients,
the general form of the complex amplitude vector image
can be reduced to algorithms of weight and averaged
addition in the field of real scalars, weight amplitude,
and RMS square image in the field of complex scalar
numbers and geometric mean image in the field of
complex vectors, which are thus partial cases of the
general form of the complex amplitude image in the
field of complex vectors.

The animated images obtained by the method of
complex vector function illustrate the enhancement of
conspicuity of the object of observation due to the dynamic
variation of the fusion parameters.
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JlnHamMiuHe KOMILTeKCYBaHHs 300pakeHb 3 BUAMMOI0 Ta iH()pauepBOHOIro KaHAJiB NPULITBEHO-CIIOCTEPEKHOT0
KOMILIEKCY 32 MeTOI0M KOMILIEKCHOr0 MaTPpU4YHOro gopmaitizmy

J1.€. Xaycros, S.€. Xaycros, €.B. Pmxos, O.0O. bypammnikos, E.I. JInukoscekuii, H0.A. Hactumma

3acmocyeannam HOBUX MAMeMAMUYHUX A KOMN TOMEPHUX Niox0die Ond peecmpayii ma KOMNIEKCY8aHHA 300padiceHb
yineti i3 UOUMO20 MA IHPPAUEPEOHO20 KAHANE NPUYiTbHO-cnocmepedicho2o komnaexcy (IICK) — odun i3 wnsxis nioguuenns
epexmuenocmi I[ICK spaskie Oponemankosoeo 030poctuns. Cyyachi nioxoou 00 nioguujeHHs eqhekmugHOCHi KOMNLEKCYS8aAHH s
300pasicenb 3860051MbCs 00 NIOGUWYEHHS BUOUMOCTIE Yili ULISIXOM RIOBUWEHHSI IHOEKCi6 IKOCMI KOMNIEKCO8AHUX 300pavicensb. B
pobomi 062pyHMO8YEMbCSL NPUHYUNOBO HOBULL NIOXIO 00 KOMNIEKCY8AHHS 306padiceHb, a came OUHAMIYHE KOMWIEKCY8aHHsL, npu
SIKOMY YIlb CNOCMEPI2AEmbCsl Y Pelcumi 8i0eoKIing, CKOMNOHOBAHOZ20 i3 NOCIO0BHOCTI CIMAYIOHAPHUX KOMNIEKCOBAHUX 300PAXiCeHb,
OMPUMAHUX NPU PIZHUX NAPAMEMPax KOMAIEKCY8AHHsl, HA GLOMIHY 6I0 MPAOUYIIHO20 CMAYIOHAPHO20 KOMNIEKCYBANHS, Npu
SKOMY PIWEHHs. NPULIMAEMbCSL 13 00HO20 KOMNIEKCo8ano2o 300padcennsi. Ha 6iominy 6i0 cmayionapnozo KOMNAEKCY8amHs,
MEmoIo K020 € NIOBUWEHHS UOUMOCTIE Yilli, OUHAMIYHE KOMNIEKCYBAHHS OA€ 3MO2y nioguwumu nomimuicmo yini. Ipunyun
OUHAMIYHO20 KOMNAEKCYBAHHA, WO NPONOHYEMbCA 8 poOOmi, PYHMYEMbCA HA MAMPUYHOMY (OpManizmi, npu KoMy KOM-
njeKcosane 300padcents 6yoyemocs y Gopmi KOMNAEKCHOI 8eKMOPHOT QYHKYIL, W0 3a CE0EN MAMEMAMU4HOW GopMow €
ananozom eekmopa [iconca eninmuyHo noaapu308anoi ceimnoeol Xeuni, wo SiOKPUBAE MONCTUBICINE MAMPULHO2O NEPemBo-
DEHHsL 6eKMOPA KOMNIEKCHO20 KOMIIEKCOBAHO2O 300PAdCeHHsi ma 1020 Napamempusayii 3a aHanoeielo MampuyHozo gopmanizmy
Joiconca ona céimnosoi xeuni. B cmammi nageoeno mamemamuyini npuHYUnY MampuyHo2o Qopmanizmy, aKutl 1exHcums 8 OCHO8I
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OUHAMIYHO20 KOMNIEKCYBANHS, HABEOEHO NPUKIAOU CIAYIOHAPHO20 MAd OUHAMIYHO20 KOMNIEKCYBAHHSA 30 MEMOOOM GEKMOPHOT
@yHKYii ma npoeeoeHo NOpieHAHHA i3 BIONOGIOHUMU 300PAdICEHHAMU, KOMNIEKCOBAHUMU 34 A2OPUMMAMU 802068020 CKIAOAHHS 6
noui OilicHUx ma KoMniekchux ckanapie. Ilokazano, wo niobopom 6azogux Koe@iyicnmis 3a2anvHull 8UeiL0 KOMNIEKCOBAHO20
amMnaimyoH020 8eKMOPHO20 300PANCEHHS MONCHA 36eCU 00 A2OPUMMIB 80208020 A YCEPeOHEH020 CKIAOAHHA 8 NOJI QILCHUX
CKANApig, 6a208020 AMNIIMYOHO20 MA CEPEOHbOKEAOPAMUYHO20 300paAdiCeHHs 6 NONi KOMNAEKCHUX CKAIAPHUX uucen ma
cepeonbo2eoMempuUiHO20 300padcents 8 Noi KOMNIEKCHUX eKMOPI8, AKi, MAKUM YUHOM, € YACMKOBUMU BUNAOKAMU 3a2ATbHOT
DOPMU KOMNIEKCOBAHO20 AMNIIINYOHO20 300PANHCEHHS 8 NOJIE KOMNIEKCHUX 6EKMODI6.

Haseoeni 6 pobomi animayiiini 3006paicentst, OMpUMani 3a MemoOOM KOMIIEKCHOI 6eKMOPHOI (DYHKYIT, HAOUHO LIIOCMpPYIontb
niogUUeHHs ROMIMHOCMI 00 €KMA CROCMEPENCEHHS 30 PAXYHOK OUHAMIMHOL 3MIHU NAPAMEMPIE KOMWLEKCY8AHHSL.

Knrouogi cnosa: yugposa o6pobra 3006padicenb, KOMNIEKCY8aHHsL 300padicetb, Meniogisitine bayents, Gopmanizm mampuyb
JDiconca, komniekcysants 300padceHb MemoooM KOMNIEKCHOI 6eKMOPHOI (YHKYT.

JuHAMIYecKoe KOMILIEKCHPOBAHHUE H300pasKeHU il BHAMMOIO M TeIVIOBU3HOHHOI0 KAHAJIOB MPHIEJIbHO-
Ha6.T101aTeTHHOT0 KOMILJIEKCa MeTO0M MATPHYHOTro hopMaIn3IMa

J.E. Xaycros, f1.E. Xaycros, E.B. PeixoB, O.A. bypamnukos, 9.1. JIerukoBekuii, F0.A. Hactummn

Hcnonvzosanue HOBbIX MameMamuyeckux u KOMIbIOMEPHBIX NOOX0008 KOMNAEKCUPOBAHUS U300padiceHull yenetl, NOTy4eHHbIX
U3 GUOUMO20 U UHPPAKPACHO20 KAHAL08 npuyerbho-Habniooamenvioeo komniexca (IICK) - ooun uz cnoco6os nogvluieHust
agpgpexmusnocmu [ICK obpasyos bponemexuuxu. CospemenHbie n00X00bl K NOGIULEHUIO IPhexmugHocmu KOMIIEKCUPOBAHUs
u300padiceHuli HaNPaeIeHvl Ha NOBbIUEHUE 3AMEMHOCINU Yelu 3d CYem YIyYueHus noKasamenell Kayecmea KOMNIeKCUPOBAHHbIX
uzobpadicenuti. B cmamve npeoiazaemcs NPUHYUNUATLHO HOBbLL NOOX00 K KOMAIEKCUPOBAHUIO U300padIceHutl, a UMEHHO —
OUHAMUYECKOe KOMIIEKCUPOBAHUE U300PAdNCEHUIl, NPU KOMOPOM Yelb HABII0OAemCs 8 PedlCUMe GUOCOKIUNA, COCMAGIEHHO20 U3
NoCne008amenbHOCU CIMAYUOHAPHBIX 00bEOUHEHHBIX U300PANCEHUL, NOTYYEHHbIX NPU PAIUYHbIX NApAMempax 00beOUuHe s, 8
onmuudue om mpaouyuoOHHO20 CMAYUOHAPHO2O KOMWIEKCUPOSAHUs, NPU KOMOPOM peuieHue NPUHUMAemcsi N0 0OHOMY KOMNJe-
KCUPOBAHHOMY U306padicenuio. B omuuyue om cmayuoHapHoeo KOMNIEKCUPOSAHUsl, HANPAGLEHHO20 HA YEeauieHue UOUMOCTU
yenu, ouHamuyeckoe 00vbeouHenue U306padceHuil no360sem nogblcums 3amemuocmes yenu. Ilpedniacaemvlii ¢ cmamve npuHyun
OUHAMUYECKO20 0OBLEOUHEHUST U300PAICEHULl OCHOBAH HA MAMPUYHOM (PopManuzme, 8 KOMopoM KOMIIEKCUPOBAHHOe U300padiceHue
Ccmpoumcs 8 6uoe KOMWIEKCHOU 8eKMOPHOU QYHKYUU, KOMOpAs No CGOell MamemMamuiecKou opme aHaniocudHa 8eKmopy
JDiconca snnunmuyecku NOAAPU308AHHOU CEEMOBOL 8OIHbI, KOMOPWILL 8 CE0I0 04epedb OMKPLLEAEH 803MONICHOCHb MAMPULHOZ0
npeobpazo8anusi KOMIIEKCHO20 eKMOPA 00bEOUHEHHO20 U300PaAdNCeHUs U, CIe008AMENbHO, €20 NAPAMEMPU3AYUL NO AHAL02UU
¢ popmanuzmom mampuysl Jpiconca 0ns c6emogoil 80Hbl. B cmambe npedcmasiieHbl MamemMamuieckue oCHO8bL MAMpPUYHO20
Gopmanuzma, nexcauyeco 6 0CHO8e OUHAMULECKO20 00beOUHEHUs. U300PadICceHUll, PUBEOeHbl NpUMepbl 00beOUHEHUsI CMAYUOHAPHBIX
U OUHAMUYECKUX U300PAdICEHUN MeNOOOM KOMIAEKCHOU 6eKMOPHOU YHKYUU U NPOBEOEHO CPABHEHUE C COOMBEeMCMEYIOUUMU
uzobpasicenusmu, 06beOUHEHHBIMU AICOPUMMAMU BECOBO20 CNIOJICEHUs. 8 0ONACMU OCliCIBUMENbHBIX U KOMNIIEKCHBIX CKANAPO8s.
Toxkazano, umo nymem 8vl00pa 6ecosvblx Kod@uyuenmos oowuil U0 6eKMOPHO20 U30OPANCEHUS KOMIAEKCHOU AMIIUMYObL
Modicem Ovbimb ceden K aNcOpUmMam 6ec08020 U YCPEOHEHHO20 CNOJICEHUs 8 001acmu 6euwecmEeHHbIX CKAISPO8, 8ecOo8oll
amnaumyowvt u RMS-uzobpasicenus 6 obracmu KOMIIEKCHBIX CKATAPHLIX YUCeNl, U CPEOHe2eoMempuiecKoe uzoopajiceHue 6
obnacmu KOMNIEKCHbIX 8eKMOpo8, KOmopule, MaKum 00pa3om, AGIAIOMCA YACHHBIMU CIYHAAMU 00We20 8U0d KOMNIEKCHO20
amnaumyoHo20 u300padicenusi 6 0OACMU KOMNIEKCHBIX 8EKIMOPO8.

AHUMUpoBarHbie U306PANCEHUSA, NOLYUEHHbLE MEMOOOM KOMNIEKCHOU 8eKMOPHOU (DYHKYUU, WITIOCIMPUPYION YEeludeHue
3amemnocmu 00bekma HabIoO0eHUst 3a cuem OUHAMUYECKO20 UBMEHEHUsl NAPAMempPO8 CIIUSIHUSL.

Knrouesnvie cnosa: yugposas o6pabomia uzo6padicenuil, KOMRIEKCUPOSAHUE U300PANCEHULl, UHDPAKPACHOe Uu300padicenue,
gopmanusm mampuy [oconca, KOMIIEKCUPOBAHUE UZ00OPAHCEHUL MEMOOOM KOMNLEKCHOU 8eKMOPHOU yHKYUU.
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